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A BASELINE STUDY TO EVALUATE THE ESTROGENIC ACTIVITIES  
USING IN-VITRO YEAST ESTROGENIC SCREEN IN THE SELECTED  

RAMSAR SITES AND CREEK AREAS  
 

M Zaheer Khan, Francis CP Law, Jasen Nelson, Walter Leung and Hao-Feng (Howie) Lai 
Department of Biological Sciences, Simon Fraser University, Burnaby, British Columbia, Canada 

 
ABSTRACT 

 
Pakistan has a great variety of natural and manmade wetlands, and 19 Ramsar Sites are designated as internationally 
important wetlands, with a unique variety of aquatic and bird biodiversity. In the present study, a baseline study was 
conducted for the evaluation of estrogenic activities in the waters of three Ramsar Sites and one Creek areas. Among the 
selected study points of Indus Dolphin Wetland (study point1), Indus Dolphin (study point 2), Kinjhar Wetland (study 
point1), Kinjhar Wetland (study point 2), Haleji Wetland (study point 1), Haleji Wetland (study point 2), Creek areas 
(study point1) and Creek area (study point 2). During the study, selected points were surveyed two times i.e. in summer 
and winter, and water samples were collected in the 2nd week of November 2006 and 3rd week of May 2007. In-Vitro 
Yeast Estrogenic Screen (YES) assays techniques were used to evaluate the estrogenic activities in the water samples. 
Estrogenic activity recorded in the November 2006 samples of the Indus Dolphin Wetland (study point 1) was 9.31 ng/L 
estradiol equivalents and of the Kinjhar (study Point1) was 2.77 ng/L estradiol equivalents. In the samples collected in 
May 2007, the estrogenic activity found in the Indus Dolphin Wetland (study point1) was 3.14 ng/L estradiol 
equivalents, in the Indus Dolphin (study point 2) was 4.54 ng/L estradiol equivalents, in the Haleji Wetland (study pont1) 
was 1.4 ng/L estradiol equivalents, while in the Creek areas (study point1) was 7.89 ng/L estradiol equivalents and in the 
Creek areas (study point 2) was 2.93 ng/L estradiol equivalents.  Results of this baseline study have indicated that the 
wetlands under study are more polluted in summer than in winter.  
 
Keywords: Estrogenic activities, 17 β -estradiol, wetlands, Indus dolphin, pollution. 
 
INTRODUCTION 
 
In recent years, evidence has shown that several 
chemicals like estradiol, nonylphenol, bisphenol A, PCBs 
and some pesticides at different concentrations can cause 
disruption to endocrine systems and can affect hormonal 
control of development in aquatic biodiversity (Damstra 
et al., 2002; Hayes et al., 2002; Lintelmann et al., 2003). 
These chemicals are described as endocrine disrupting 
chemicals (EDCs). Several chemicals released into the 
environment can disrupt normal endocrine function in a 
variety of aquatic biodiversity. Environmental exposure to 
low and often analytically undetectable (ng/L) 
concentrations of endocrine disrupting compounds 
(EDCs) has caused physiological malfunction, such as sex 
reversal in fishes (Jobling et al., 1998). The number of 
anthropogenic and natural EDCs, released into the 
environment, is unknown since few chemicals have been 
tested for hormonal activity (Colborn and Clement, 1992). 
Globally some of the identified EDCs of potential concern 
have been detected in surface waters (Colborn and 
Clement, 1992). Generally in the aquatic environment, 
exposure of organisms to EDCs has been linked to 
endocrine effects in male fish such as vitellogenin 
induction and feminine reproductive organs (Aherne and 
Briggs, 1989; Purdom et al., 1994; Routledge et al., 1998; 

Tyler et al., 1998). It is suggested that industrial and 
municipal effluents as well as urban and agricultural 
runoff are the important sources of EDCs discharged into 
the aquatic environment (Desbrow et al., 1998; Snyder et 
al., 1999; Boyd et al., 2003). Pesticides and related 
chemicals destroy the delicate balance between species 
that characterizes a functioning ecosystem. Pesticides also 
produce many physiological and biochemical changes in 
fresh water organisms by influencing the activities of 
enzymes. Therefore, alterations in the chemical 
composition of the natural aquatic environment usually 
affect behavioral and physiological systems of the 
inhabitants, particularly those of the fish (Khan and Law, 
2005). 
 
The evaluation of estrogenic activities in the aquatic 
environment and other wildlife has not been 
systematically assessed in Pakistan. We have no 
published data about estrogenic activities in wetlands 
waters and their effect on aquatic biodiversity, especially 
economically important fish, mussels and prawn species. 
Pakistan has 19 Ramsar Sites designated as 
Internationally Important Wetlands, with a surface area of 
1,343,627 hectares (Table 1). The globally endangered 
warbler Prinia burnesii and endangered Indus dolphin has 
been recorded in the Chashma Barrage. The Haleji Lake is 
a wintering site for the globally threatened pelican 
Pelecanus crispus, this wetland regularly hosts between *Corresponding author email: zaheerkhan67@yahoo.ca 
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50,000 and 100,000 water birds. Indus Dolphin Reserve is 
important for the survival of more than 1500 remaining 
individuals of the Indus dolphin Platanista minor (Khan, 
2006). This unique species is endemic to Pakistan and 
listed on Appendix I of CITES and the IUCN Red List. 
There is abundant, albeit fragmentary, evidence that 
agricultural pesticides and other anthropogenic 
contaminants are contaminating several wetlands 
extensively. Such inputs can affect fundamental 
ecosystem properties such as primary production, which, 
in turn, affects habitat and resource supply of wetland 
fauna. Presently Haleji Lake is being polluted by the 
runoff from water of agricultural fields. 
 
The coast of Sindh is characterized by the presence of 
several creeks, backwaters and mangrove swamps. The 
topographic structure of Korangi and other adjacent creek 
possesses special features that support different aquatic 
biodiversity. These creeks along the Indus Delta 
constitute important nursery and feeding grounds for a 
variety of pelagic and demersal fish and commercial 
prawn species. On the eastern side of Karachi, between 
Karachi and Keti Bunder the area extending from 
Korangi/ Rehi Creek at the north-eastern side is 
commonly known as the Korangi Creek system which 
further extends to Phitti, Gizri, Khuddi, Khai, Pitiani, 
Dobbo, Sisa, Hajamro, Turshian and Khobar Creeks. 
 
The most important ecosystems to be found in the coastal 
belt are the mangrove forest in the Indus delta, which are 
a rich source of nutrients for a variety of marine wild 
species. In Pakistan, sewage water is re-chanelled to 

irrigate crops, which contaminates them with pathogens. 
As a result 50% of the crops are contaminated. 
Groundwater may also be contaminated by untreated 
sewage. Water borne diseases are the killers in the city 
and health problems resulting from polluted water cost lot 
of money (Khan et al., 2007). 
 
Although several natural and synthetic estrogens exist; the 
17 β -estradiol (E2) has, however, been selected as the 
standard EDC for the development of the in vitro 
bioassays because it is the most potent natural estrogen in 
the endocrine system. As with many steroid hormones, 17 
β -estradiol is derived from cholesterol, thus many 
similarities in structure exist (Fig. 1) [by sustitution of 
various functional groups and thus there are many 
similarities in structure]. E2 is primarily produced in the 
ovaries, and to a lesser extent in the testes; however, E2 is 
also produced in fat cells and brain cells (EPA, 1997; 
NIEHS, 2002). In testes, E2 is produced through 
steroidogenesis, which includes aromatization of 
testosterone into E2 (Fig. 2). 
 

 
 
Fig. 1. Structure of 17 β -Estradiol. 

Table. 1. List of Internationally Important Wetlands in Pakistan, 2005. (Source: Khan, 2005). 
  

S. No. Name Location Area (ha) 
01 Astola (Haft Talar) Island Balochistan 5,000  
02 Chashma Barrage Punjab 34,099  
03 Deh Akro-II Desert Wetland Complex Sindh 20,500  
04 Drigh Lake Sindh 164  
05 Haleji Lake Sindh 1,704  
06 Hub (Hab) Dam Balochistan 27,000  
07 Indus Delta Sindh 472,800  
08 Indus Dolphin Reserve Sindh 125,000  
09 Jiwani Coastal Wetland Balochistan 4,600  
10 Jubho Lagoon Sindh 706  
11 Kinjhar (Kalri) Lake Sindh 13,468  
12 Miani Hor Balochistan 55,000  
13 Nurri Lagoon Sindh 2,540  
14 Ormara Turtle Beaches Balochistan 2,400  
15 Runn of Kutch Sindh 566,375  
16 Tanda Dam NWFP 405  
17 Taunsa Barrage Punjab 6,576  
18 Thanedar Wala NWFP 4,047  
19 Uchhali Complex Punjab 1,243  
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Fig. 2. Aromatization of Testosterone into 17 β -Estradiol. 
 
17 β -estradiol is a water-soluble EDC with a log Kow of 
4.01; however, it may associate with organic material in 
water or exists in a freely dissolved form (Table 2). It is 
not a persistent molecule, thus exists only temporarily in 
aqueous media, soils, sediments and biota.                      
 
Table 2. Physical and chemical properties of 17- β -
estradiol. 

 
Property Value 
Molecular formula C18H24O2 
Molecular weight 272.3864 
Melting point 178.5°C 
Vapour pressure 1.3 x10-8 mm Hg 
Log Kow 4.01 
Water solubility 3.6 mg/L 
Sigma # (CAS) E4285 

 
MATERIALS AND METHODS 
 
For this baseline study, we selected eight study points. 
 
Lake water Haleji and Kinjhar Watlands area were 
chosen for sampling (both wetlands are Ramsar sites and 
important for aquatic biodiversity including resident and 
migratory birds).  
 
River water The Indus Dolphin Reserve area, Indus 
dolphin (Platanista minor) is an endemic species of 
Pakistan from River water.   
 
Creeks areas Korangi and adjacent Creeks areas were 
chosen for marine water [one from nesting area of Green 
turtle (Chelonia mydas)]. 
 
The water samples were collected about one to two feet 
away from the coast  of river, lakes and beaches and about 
10~15cm deep from the surface water. Samples were 
collected in pre-cleaned 4L glass bottles. The water 
samples were collected in the 2nd week of Nov 2006 and 
3rd week of May 2007 in the mornings between 10:30 to 
12:00 am. 
 
Extraction Procedure  
Water samples were extracted based on a modification of 
the method used by Soto et al. (2004). Samples were 
extracted on the next day of sample collection. Each 4 L 

sample was split into 4 aliquots (1 L), and transferred into 
its own 2L separatory funnel containing 60 mL of 
dichloromethane (DCM). The separatory funnel was 
shaken for 5 min and the layers were allowed to separate 
for 15 min. The bottom (DCM) layer was removed, and 
60 mL of fresh DCM was added to the remaining aqueous 
solution, which was mixed for another 5 min and allowed 
to separate for 15 min. The second extraction step was 
repeated and the extracts from all three extractions were 
combined and concentrated down to approximately 4 mL 
using ROTAVAP and N-EVAP evaporators 
(Organomation Associates, Berlin, MA) at 40oC. A 2 mL 
aliquot was removed and extracted by ethanol 
(anhydrous). For selected samples, the remaining DCM (2 
mL) was dried completely and stored at -40oC and then 
used for YES. 
 
Preparation of growth medium for Gaido (Gaido et al., 
1997) 
• 50mL 10X Yeast Nitrogen Base  
• 50mL 20% Dextrose (20g/100mL)  
• 5mL Lysine (1.8g L-lysine-Cl/500mL)  
• 5mL Histidine (1.2g L-histidine-Cl/500mL)  
• 1.73g Monobasic Sodium Phosphate (3.46g/L)  
• 1.73g Dibasic Sodium Phosphate (3.54g/L)  
 
Preparation of Standard Dilution Series  
The 17β-estradiol (E2) standard dilution series ranged 
from 0.001 nM to 100 nM (i.e., 11 dilutions), plus a 
solvent (ethanol) blank. The dilutions of the aqueous 
samples were attained using ethanol. The concentrations 
used for bioassay exposures were 10, 1, 0.1, 0.01, 
0.001times the initial concentration. Cytotoxicity was 
assessed by exposing sample dilutions to 1 nM E2; since 
this level of E2 produces maximal proliferation, decreased 
proliferation implies cytotoxicity. Cytotoxicity was 
confirmed visually using a microscope. Cytotoxicity 
affected the 10-fold aqueous samples, thus data analysis 
was limited to the 1-fold sample. An E2 equivalence 
quotient is obtained for the 1-fold sample based on the 
dose–response curve of E2. Trichloroacetic acid (TCA) 
fixation, sulforhodamine B (SRB) staining, and Tris 
buffer solubilization of dye, were performed according to 
Soto and Sonnenschein (1995). The 96-well microplates 
were scanned at 515 nm and 650 nm with a microplate 
reader. 
 
The E2 standard dilution series was used for the YES 
assays. Standards and environmental extract dilutions 
were transferred (10 µL), in at least triplicate, into the 
microplate wells and allowed to dry (approximately 40 
min). The YES bioassays were carried out with two 
different variations of recombinant yeast. These bioassays 
are similar in that they have been transformed to include 
the human estrogen receptor (hER) in their main genome, 
estrogen response elements (ERE) and lac-Z gene on a 
plasmid. Essentially, the estrogenic substance binds to an 
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hER which polymerizes and binds to the ERE, which 
controls the expression of the lac-Z gene, resulting in the 
transcription and subsequent release of β-galactosidase 
into the medium (Nelson et al., 2007). The two YES 
bioassays employ different chromogenic substances, 2-
nitrophenyl-β-D-galactopyranoside (ONPG) is used in the 
Gaido et al. (1997) method. The intensity of the color is 
then measured by absorbance; these values are then 
normalized for the background activity. 
 
The yeast cell lines, Saccharomyces cerevisiae for the 
ERTA reporter gene assays, were obtained and used with 
permission from their respective authors (Gaido et al., 
1997). The Gaido strain was obtained directly from Dr. 
Gaido’s laboratory in the Chemical Industry Institute of 
Toxicology (Research Triangle Park). The bioassay was 
performed, respective in accordance to the procedures of 
Gaido et al. (1997). 
 
Cell cultures were verified by running the assay with 
standards for one month prior to the analysis of test 
substances. This was to ensure the passage number was 
similar and the cultures were consistent (Yeast Culturing 
Protocol). Every week new cultures were started from 
plates stored at 4 oC which were never older than one 
month. These plates were made each month from frozen 
stock (Yeast Freezing Protocol). Lorenzen et al. (2004) 
provided a modified version of the Gaido et al. (1997) 
procedure allowing for the use of a 96-well plate with 
spectrophotometric measurements of endpoints. Briefly, 
on day 0 at 10 a.m., a yeast culture is started by adding a 
single colony of yeast from a streaked plate into 5 mL 
selective media and incubated overnight at 30o C with 
shaking. On day 1 at 10 a.m., the culture is diluted 10 
fold, by adding 45 mL of growth medium. On day 2 at 10 
a.m., the culture was then diluted by 50% in growth 
media (Lorenzen et al., 2004). 
 
At 1 p.m., aliquots (10 µL) of standards or test solutions 
were transferred in triplicate to the microplate wells and 
allowed to dry (approximately 30 min). At 2 p.m., copper 
sulfate (0.1 M, final concentration in yeast culture) was 
added to the mid-log phase (OD600nm of 0.8-1.0) yeast 
culture to induce hER production prior to exposure. This 
yeast culture was added to the 96-well plate in aliquots of 
200 µL/well. After mixing for 2 min, the microplates were 
sealed and incubated overnight at 30o C, without shaking. 
At the end of the 20 hours incubation, yeast cells were 
resuspended and 100 µL aliquots were transferred to a 96-
well microplate containing 100 µL of assay buffer 
solution. After 2 min of shaking, the microplates were 
kept at room temperature for an additional 40 min, until 
the absorbance was read at 415 nm and 595 nm. 
 
Results from the YES bioassays were plotted by Prism. 
The E2 dose–response curve was used to quantify the 

unknown samples. The E2 equivalence (EEQ) was 
generated based on the E2 dose–response curve (Fig. 3). 
 

 
 
Fig. 3. A typical dose–response curve for 17β-estradiol. 
 
RESULTS AND DISCUSSION 
 
The environmental fates of estrogens in aquatic 
environment are very complex and there is no universally 
accepted bioassay or chemical technique to quantify 
EDCs in the aquatic environment. Chemical analysis of 
EDCs is sensitive and specific but limited in that only 
target substances are analyzed. In vitro bioassays which 
are based on the interaction between EDCs and estrogenic 
receptors can be very useful in determining the total 
estrogenic activity of EDCs in a mixture.  
 
From literature, it was found that 17-β-estradiol (E2) has 
the highest relative estrogenic potential in the 
environmental water as shown in table 3 (Tanaka et al., 
2001). Therefore, for evaluating the level of the 
estrogenic activities in the water samples, the dose-
response curve of 17-β-estradiol was used and the 
concentration of estradiol was measured in each water 
samples. 
 
Table 3. The relative estrogenic potential in the 
environmental water. 
   
Chemicals Relative estrogenic 

potential 
17-β-estradiol 1.00 
Estron 0.3 
4-nonylphenol 0.001 
4-n-octylphenol 0.000005 
Di-n-butyl phthalate ------ 
Di-2-ethylhexyl phthalate ------ 
Butyl benzyl phthalate ------ 
Di-2-ethylhexyl adipate ------ 
Bisphenol A 0.00006 
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In the present study, a baseline study was conducted for 
the evaluation of estrogenic activities in the waters of 
three Ramsar Sites and one Creek areas among the 
selected study points. In-Vitro Yeast Estrogenic Screen 
(YES) assays techniques were used to evaluate the 
estrogenic activities in the water samples. Summarized 
data obtained for the estrogenic activities of water 
samples of Indus Dolphin Wetland (study point1), Indus 
Dolphin (study point 2), Kinjhar Wetland (study point 1), 
Kinjhar (study point 2), Haleji Wetland (study point 1), 
Haleji (study point 2), Creek areas (study point 1) and 
Creek area (study point 2) for the two seasons are shown 
in table 4 and 5. Estrogenic activity was recorded in the 
November 2006 samples as Indus Dolphin Wetland 
(study point 1) 9.31 ng/L estradiol equivalents and 
Kinjhar (study Point 1) 2.77 ng/L estradiol equivalents 
(Table 4), while samples collected in May 2007, 
estrogenic activity was found in Indus Dolphin Wetland 
(study point 1) 3.14 ng/L estradiol equivalents, Indus 
Dolphin (study point 2) 4.54 ng/L estradiol equivalents, 
Haleji Wetland (study point 1) 1.4 ng/L estradiol 
equivalents, Creek area (study point 1) 7.89 ng/L estradiol 
equivalents and Creek areas (study point 2) 2.93 ng/L 
estradiol equivalents (Table 5).   
 
Estrogenic activities observed in Indus Dolphin samples 
collected from point P1 and P2, Kinjhar P1, Haleji P1, 

and Creek areas P1 and P2 in November 2006 and May 
2007, respectively. As evident from the table 4 estrogenic 
activities of Nov 2006 winter samples were found varied 
from the summer samples May 2007 (Table 5), in the case 
of summer samples, estrogenic activity was found 3.14 
ng/L estradiol equivalents (Indus Dolphin P1) and 4.54 
ng/L estradiol equivalents (Indus Dolphin P2) in Indus 
Dolphin (P1 and P2) that is lower than November 2006 
samples. These results indicated that the summer May 
2007 samples were more polluted then the winter 
samples.   
 
CONCLUSION 
 
Results of our study have indicated that the Indus Dolphin 
Wetland (P1) and Kinjhar Wetland (P1) are polluted areas 
due to anthropogenic activities and this study also 
indicates the presence of Estrogenic activities in both 
seasons. Of the eight study points, the highest estrogenic 
activity has been recorded at creek P1 area. This area is 
busy for local fisherman activities including the cleaning 
of fishing boots and other related work. Normally in the 
summer season creek areas are very active for fishing 
activities and as result, the summer samples are more 
polluted than the winter samples. Further studies are 
recommended for determination of possible effects of 
estrogenic activities on aquatic biodiversity.  

Table 4. Estrogenic activities of eight different study points of Sindh areas, water samples collected in November 
2006.  
 

Study Point Data (average) 
Predicted estrodial 

equivalence concentration 
n (M) 

Predicted estrodial 
equivalence concentration 

n (ng/L) 
Indus Dophin (P-1) 3.575431 11.031 9.31 
Indus Dolphin (P-2) 2.948023 00 00 
Kinjhar (P-1) 4.252245 10.5578 2.77 
Kinjhar (P-2) 3.077898 00 00 
Haleji (P-1) 2.382564 00 00 
Haleji (P-2) 10.62091 00 00 
Creek area (P-1) 2.773354 00 00 
Creek area (P-2) 2.945462 00 00 

 
Table 5. Estrogenic activities of eight different study points of Sindh areas, water samples collected in May 2007.  
 

Study Point Data (average) 
Predicted estrodial 

equivalence concentration 
n (M) 

Predicted estrodial 
equivalence concentration 

n (ng/L) 
Indus Dophin (P-1) 10.5163 7.50327 3.14 
Indus Dolphin (P-2) 10.72072 7.3425 4.54 
Kinjhar (P-1) 2.52951 00 00 
Kinjhar (P-2) 2.432803 00 00 
Haleji (P-1) 5.879606 8.85275 1.4 
Haleji (P-2) 1.865288 00 00 
Creek area (P-1) 9.012585 8.10309 7.89 
Creek area (P-2) 3.584123 10.5337 2.93 
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ABSTRACT 

 
Globally Breast cancer is the most common malignancy in women. The aim of this retrospective study was to determine 
the relationship between the socio-demographic factors and clinicopathological characteristics, with the known 
predictors of aggressive biological behaviour of breast cancer women in Pahang, Malaysia.The biomarkers included in 
this study were estrogen receptor (ER), cyclin E, p27 and nm23. Routine formalin-fixed, paraffin sections of tumor 
samples were used and immunohistochemically stained with antibodies against ER, cyclin E, p27 and nm23 in 93 cases 
of breast carcinoma in women attending at Breast clinic in Hospital Tengku Ampuan Afzan, Pahang, Malaysia during 
January, 1996-December, 2000. All markers studied were more common in the older age group >45 years and were 
roughly equally distributed among the Malays and Chinese with the exception of cyclin E which is more commonly 
expressed among the Malays (54.5% versus 43.9%). Breast carcinoma was found to be more common in patients over 
age 45 years. Most patients were diagnosed at a relatively early stage and were ER positive. ER positivity was more 
common in the older age, in tumors < 2cm in diameter, in early stages and in tumors with low histological grade. ER 
positivity was found more in patients who were alive for more than 25 months after their initial diagnosis. The cancer 
patients survival was significantly associated with ER (p=0.034) and nm23 (p=0.011), ER and tumor stage (p=0.031). 
Cyclin E expression appeared to influence the recurrence rate of primary tumor which may be a reflection of the 
secondary effect of treatment modality. Both markers p27 and nm23 were significantly associated with ER (p<0.001). 
The prognostic value of individual biological factors could be more effective in combination as opposed to single factors. 
 
Keywords:  Demographic, breast cancer, biomarkers, ER, cyclin E, p27, nm23, immunohistochemistry. 
 
INTRODUCTION 
 
Breast cancer is the most common malignancy among 
women, excluding non-melanoma skin cancers; and the 
second most leading cause of cancer deaths in women 
today lagging only behind lung cancer (Ries et al., 2004; 
Parkin et al., 2002; Jokhio and Ansari, 2005). There is a 
strong inherited familial risk of breast cancer in some 
families and recent data reveals up to 27% of breast 
cancers may be attributed to inherited factors and mutated 
BRCA1 and BRCA2 genes are responsible for 
approximately 30-40% of inherited breast cancers 
(Lichtenstein et al., 2000). Some racial groups have a 
higher risk of developing breast cancer, notably; women 
of North American and European descent have been noted 
to have a higher rate of breast cancer than women of 
African and Asian origin (Parkin et al., 2001). Risk 
factors for breast cancer include, increasing age, genetics, 
personal and family history of breast cancer, past history 
of benign breast conditions, prolonged reproductive 
period, delayed childbirth and null parity, obesity, high fat 
diet, previous radiation therapy and hormonal 
replacement therapy beside smoking and daily 
consumption of alcohol (King and Schottenfeld, 1996). In 

Malaysia, breast cancer has been the top leading cause of 
cancer death among women (Yip and Ng, 1996; Joseph, 
1998). The incidence of breast cancer in Malaysia is 
estimated to be around 27 per 100,000 populations, with 
close to 3,000 new cases annually. Acording to the second 
report of the Malaysian National Cancer Registry in 2003, 
breasts cancer was the most common cancer in all ethnic 
groups and comprised 30.4% of all newly diagnosed 
cancer cases among Malaysian women. The majority of 
women initially diagnosed with breast cancer are aged 
between 40 and 49 years. Breast cancer also seems to be 
predominant among Chinese women with an incidence of 
25 per 100,000 population and Malay women with an 
incidence of 16 per 100,000.  
 
What kills women with breast cancer is not the original 
tumor but the tumor’s spread to other sites. The initial 
tumor can be removed by surgery, disease that has spread 
to nearby lymph nodes may be effectively treated by 
radiation therapy (Joshi et al., 2008) and the risk of 
distant metastases can be decreased by chemotherapy. 
However, chemotherapy is not always be an effective 
means of treatment and has significant side effects. Only 
20 to 30 percent of women with node-negative breast 
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cancer will develop metastatic disease (Schwartz et al., 
1993). If physicians could predict who was at risk they 
could increase the intensity of chemotherapy for those 
women and reduce or even eliminate the therapy and its 
side effects for those not at risk.  
 
Recently published data demonstrates that ovarian 
hormones, principally estrogens, play a major role in the 
etiology of breast cancer by affecting the rate of breast 
epithelial cell proliferation, perhaps via stimulation of the 
expression of genes encoding for growth factors (Key and 
Pike, 1988; Thomas et al., 1997; Lippman and Dickson, 
1989). Intracellular ERs bind and transfer estrogen to the 
nucleus, where it interacts with estrogen response 
elements on DNA, thereby activating nearby target genes 
and resulting in the synthesis of proteins involved in cell 
division (Goodman, 1988; Brody et al., 1994). Although 
ERs exist in normal breast epithelial cells to regulate 
breast development during puberty and pregnancy, they 
are usually present in extremely low quantities (Pike et al., 
1993; Ricketts et al., 1991). On the other hand, 30% of 
premenopausal and 60% of postmenopausal breast 

cancers have measurable ERs (McCarty et al., 1983; 
Huang et al., 2000). In general, tumors expressing these 
receptors tend to respond more favorably to hormonal 
therapies and have a better overall outcome than tumors 
not expressing ERs or PRs (Clark and McGuire, 1988).   
 
The WHO estimates that at least one-third of all cancers 
including breast cancer are preventable (Albert, 1991) and 
if possible enlightened Public Health Policy should 
prioritize prevention and early diagnosis. 
 
There have been an ever-expanding number of potential 
prognostic factors reported for patients with breast cancer. 
Prognostic factors correlate with survival independent of 
systemic therapy, and are used to select patients at risk 
(Wyld et al., 2003; Esteva and Hortobagyi, 2004; Jakic-
Razumovic et al., 2005; Bare et al., 2006). The prognostic 
significance of histological grade has been reported by 
several investigators (Bay, 2006). Histological type and 
grade of cancer, tumor size, lymph node (Callagy et al., 
2006), metastasis, stage and certain immunohistochemical 
markers like estrogen receptor (ER)/progesterone receptor 
(PR) status and C-erbB-2 have consistently been shown to 
be important prognostic factors for breast cancer survival. 
Poorer prognosis is associated with larger, higher grade 
tumors, with axillary lymph node involvement, distant 
metastasis, negative hormone status and positive C-erbB-
2 staining (William, 1997). Unfortunately, the standard 
tools for assessing risk of metastasis such as the size of 
the tumor, its grade, the presence of estrogen receptors 
and the proportion of dividing cells are probably 
insufficient for clinical decision making (Osborn et al., 
2004). 
 
The expression of molecular markers in breast cancer has 
been examined extensively in order to provide early 

diagnosis and prediction outcome (Naguib et al., 1999; 
Bay, 2006; Kröger et al., 2006). Thus, looking for 
"biomarkers", proteins expressed at varying levels in early 
breast cancer, to provide clues about the expected 
behaviour of cancer and whether it is likely to spread or 
has spread, is a target worth aiming at. Currently, many 
biomarkers, particularly the hormonal and epidermal 
growth factor receptors, are being utilized for breast 
cancer prognosis. Unfortunately, none of the biomarkers 
in use have sufficient diagnostic, prognostic and/or 
predictive power across all categories and stages of breast 
cancer. It is recognized that more useful information can 
be generated if tumors are assessed with multiple markers. 
But choosing the right combination of biomarkers is 
challenging, because 1) multiple pathways are involved, 2) 
up to 62 genes and their protein products are potentially 
involved in breast cancer-related mechanisms and 3) the 
more markers evaluated, the more the time and cost 
involved (Osborn et al., 2004; William, 1997). It has been 
reported that there was significance ethnic variations in 
the incidence of breast cancer among women (Ahmad, 
2003).  
 
For all of these reasons, our objective of this retrospective 
study was therefore to examine the correlations of the 
markers with the socio-demographic and histo-
pathological data of the breast cancer among women 
attending Breast clinic in Hospital Tengku Ampuan Afzan 
(HTAA) Kuantan, Pahang, Malaysia. In this study, we 
evaluated the interrelationship of the expression of the 
cell cycle controller gene products p27, a negative 
regulator, and cyclin E (Keyomarsi et al., 1994; Sgambato 
et al., 1997; Tan et al., 1997; D1Arciero et al., 2003; 
Keyomarsi et al., 2003; Hlupić et al., 2004) a positive 
regulator, together with the expression of the tumor 
suppressor gene nm23 (Hlupić et al., 2004; Zhao et al., 
2004) and one of the steroid receptors, the estrogen 
receptor (ER).  
 
MATERIALS AND METHODS 
 
Patients 
The study included 100 randomly collected histologically 
confirmed breast carcinoma cases. The cases were all 
women who attended the breast clinic in Hospital Tengku 
Ampuan Afzan (HTAA), Kuantan, Pahang, Malaysia, 
during January, 1996- December, 2000. The criterion for 
inclusion was determined by the availability of sufficient 
tissue for H & E (Hematoxylin and eosin) staining and 
further immunohistochemical studies. Based on theses 
criteria 93 cases were included in the present study. The 
available demographic and clinicopathological data were 
collected from the biopsy request forms or patient’s files 
wherever possible. However, for some patients we 
couldn’t obtain sufficient relevant information due to 
patient default, incomplete entry of data in patient’s files 
or their referral to another center for treatment. At least 



Anwar and Khan 639

two blocks of the tumor tissue from each patient were 
analyzed to reconfirm the original histological diagnosis 
and to determine the histological grade. Tumors were 
classified in accordance with NHSBSP guidelines and 
histological grading was established using modified 
Bloom's grading system described by Elston and Ellis 
(1991). The tumors were staged according to the 
American Joint Committee on Cancer staging system, 
grouping patients based on the tumor size (T), lymph 
node status (N), and distant metastases (M) into 4 stages, 
thus allowing clinicians to derive prognostic information 
necessary for therapeutic decisions (Fleming et al., 1997).  
 
Immunohistochemistry 
Formalin-fixed paraffin sections of breast cancer tissue 
were mounted on glass slides coated with 3-aminopropyl-
triethoxysilane (APES; Sigma, Poole, Dorset, UK) and 
were baked for 30 min at 56–60°C, before being dewaxed 
in xylene. The tissue sections were rehydrated by 
sequential immersion in 100% and 50% ethanol to 
distilled water and then subjected to heat antigen retrieval 
for 40 min in citrate buffer (pH 6) in a jar containing 
preheated (95-99 0C) target retrieval solution. After 
cooling, tissue sections were incubated for 5 min in 0.3% 
(v/v) hydrogen peroxide. Subsequently, the sections were 
washed in tap water and Tris-Buffer (pH 7.45) and were 
exposed to normal rabbit serum (diluted with Tris) for 30 
min at room temperature (20–24°C). Diluted primary 
antibody (anti-ER) was applied and incubated overnight 
at 4°C (18 hours). After washing with Tris, biotinylated 
rabbit anti-goat secondary antibody, together with the 
Strept-AB Complex/HRP (0377, DAKO, Glostrup, 
Denmark) was applied for 30 min at room temperature. 
Staining was revealed by development in the chromogen 
3, 3-diaminobenzidine tetrahydrochloride (DAB) for 5–30 
min. Sections were rinsed with distilled water and were 
mounted using cover slip with aqueous bases mounting 
medium.  
 
Evaluation of immunohistochemistry 
The intensity of immunostaining was labeled as +, less 
than 25% of cells stained intensely, ++, 25-50% of cells 
stained intensely, +++, 51-75% of cells stained intensely 
and ++++, more than 75% of cells stained intensely. The 
pattern of staining varied (nuclear, cytoplasmic, 
membranous) depending on the type of antibody used e.g. 
against ER receptor, cyclin E, p27 and nm23. A single 
pathologist scored all immunohistochemistry and the 
binary system (positive versus negative) was used for the 
out come of all of the markers. 
 
STATISTICAL ANALYSIS 
 
The data were analyzed for significant associations 
between the expression of immunohistochemical tumor 
markers and other tumor biological characteristics and 
behavior by the non-parametric Chi square method using 

SPSS 11.0 for windows. Differences were considered 
significant when p<0.05. 
 
RESULTS 
 
In the period studied, from January, 1996 to December, 
2000, 93 confirmed cases of breast carcinoma were 
included in this investigation. Table 1 shows age 
distribution in investigated breast carcinoma patients. The 
mean age of the patients included in the study was 51.3 
ranging between 32 and 89 year old. The majority of 
patients (60%) were 41-60 years of age. Table 2 
summarizes the distribution of all investigational 
parameters (clinicopathological characteristics) in 93 
breast carcinoma cases included in this study. The results 
of the quantitative immunohistochemical assays were 
correlated with clinical and histological findings such as 
patient age, ethnic distribution, breast side, histological 
type, tumor size, lymph node metastatis, distant metastatis, 
stage and tumour grade. The ethnic distribution was 
comparable in Malays and Chinese constituting 50% and 
44% of the total cases respectively. The Indian constituted 
only 6.5%. The most frequent histological type of breast 
cancer (93.6%:87/93 cases) in this study was infiltrating 
ductal carcinoma. The others were two non-invasive 
ductal carcinoma, two papillary carcinoma and one each 
medullary and mucinous carcinoma. Most of the patients 
(57%) had tumor size ranging between 2-5 cm in diameter 
(T2) and lymph node metastasis was observed in 50.5% 
of cases while distant metastases was observed in only 2 
cases at the time of diagnosis. At the time of presentation 
71% of the patients were in stage 2 and 60% had 
histological grade 2 tumors. Most of the patients (64.5%) 
presented with right sided tumors. 
 
Table 1. Age distribution in investigated breast carcinoma 
cases (93). 
 

    Age group (years) Number of cases (percentage) 
31-40 15 (16.1%) 
41-50 38 (40.9%) 
51-60 18 (19.3%) 
61-70 16 (17.2%) 
71-80 05 (5.4%) 
81-90 01 (1.1%) 

 
Information about parity of the patents were available for 
only 44 cases, 19 of these were nulliparous, 14 had 1-3 
children and rest of 11 had more than 3 children. Family 
history of cancer was available for 45 cases, 4 cases had 
family history of breast cancer, 3 cancers other than 
breasts and rest of 38 had no family history of any 
cancerous lesion. Out of 43 cases with information about 
prior hormonal treatment only seven had history of 
hormonal treatment in past few years. Eight cases were 
unmarried out of 44 for which marital status was known. 
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Table 2. Distribution of all investigational parameters 
(clinicopathological characteristics) in 93 breast 
carcinoma cases.  
 

Factors *Cases (%) 
Age 

< 45 30 (32.3) 
> 45  63 (67.7) 

Ethnic distribution 
Malays  46 (49.5) 
Chinese   41 (44.1) 

Indians 06 (6.5) 
Breast side affected 

Right          60 (64.5) 
Left 33 (35.5) 

Histological type of cancer 
Infiltrating ductal carcinoma 87 (93.5) 
Non-infiltrating ductal carcinoma 02 (2.2) 

Others     04 (4.3) 
Tumor size 

 T1 14 (15.1) 
 T2 53 (57) 
 T3   18 (19.4) 
 T4       08 (8.6) 

Lymph node metastatis 
N0 46 (49.5) 
N1                                                      44 (47.3) 
N2                                                     03 (3.2) 

Distant Metastasis  
M0  91 (97.8) 
M1                                                    02 (2.2) 

Stage 
 I 11 (11.8) 
II                                                       66 (71) 
III                                                      14 (15.1) 
IV                                                     02 (2.2) 

Histological grade of tumor 
I 19 (20.4) 
II                                                       56 (60.2) 
III                                                      18 (19.4) 

 

* Number of patients for which data were available.                                                          
 
The intrinsic biomarkers included in this study were the 
steroid receptor for estrogen (ER), the oncogene and 
tumour suppressor gene products such as cyclin E, p27 
and nm23. The intensity and extent of staining in tumor 
tissue is graded as mentioned in material and methods. 
The overall presence of the cell cycle controller gene 
products cyclin E, p27, the anti-metastasis protein nm23 
and estrogen receptor (ER) are shown in table 3.  The 
nm23 shows the lowest expression 41.9% and ER the 
highest 54.8%. Cyclin E and p27 were expressed in 
47.3% and 52.7% of breast cancers respectively. Most of 
the breasts cancer tissues (54.8%) were found positive for 
ER. Nuclear staining was positive in all cases, however 
38 cases revealed variable degree of cytoplasmic staining 

too. The tumors with positive marker expression showed 
mostly mild to moderate staining intensity with variable 
degree of nuclear and cytoplasmic staining (Figs. 1-4).  
The association of the tumor markers for ER, cyclin E, 
p27, and nm23 overexpression with other classical 
prognostic factors is shown in table 4. All markers were 
more commonly expressed in tumors of the older age 
group > 45 years than in those ≤ 45 (29.1%-38.7% vs. 
11.8%-20.4%).  
 

 
 
Fig. 1. Immunohistochemical staining of estrogen 
receptor (ER) in an infiltrating ductal carcinoma, which is 
entirely localized to the nuclei of the tumor cells (40 HPF).  

 

Fig. 2. Immunohistochemical staining of cyclin E in an 
infiltrating ductal carcinoma, which varies in intensity but 
still localized to the nuclei of tumor cells (40 HPF). 
 
The ethnic distribution revealed approximately equal 
presence of all the markers among the Malays and the 
Chinese except for the cyclin E which showed 
substantially higher positivity rate among the Malays 
(54.5% vs. 43.9%), however, the difference is not quite 
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statistically significant. Since most tumors involved the 
right breast (64.5%), all markers were consequently more 
often expressed on that side but even when positivity was 
calculated within the breast side still marker expression 
for cyclin E (50.8% vs. 39.4) and ER (57.6 vs. 51.5) was 
higher in right-sided tumors. nm23 showed the least 
expression in infiltrating ductal carcinomas as compared 
to the other markers (39.8% vs. ≥ 45.2), however, none of 
the markers showed significant association with a 
particular histological type probably because of the very 
small number of the non-infiltrating ductal carcinoma and 
the other types of cancer. However, nm23 showed the 
lowest positivity rate in non-metastasizing tumors when 
compared to other markers (39.8% vs. ≥ 46.2). 
 

 
 
Fig. 3. Immunohistochemical staining of p27 in an 
infiltrating ductal carcinoma, which varies in intensity and 
is not only localized to the nuclei of the tumor cells (40 
HPF). 
 

 
 
Fig. 4. Immunohistochemical staining of nm23 in an 
infiltrating ductal carcinoma, which is mostly confined to 
the nuclei of the tumor cells (40 HPF). 

Table 3.  Frequency and staining intensity of tumor 
biomarkers ER, cyclin E, p27 and nm23 in 93 breast 
carcinoma cases. 
 

Tumor 
biomarkers 

Staining 
Intensity Cases* (%) 

Negative 42  (45.2) 
+ 18  (19.4) 
++ 17  (18.3) 
+++ 11  (11.8) 

ER 

++++ 5    (5.4) 
Negative 49  (52.7) 
+ 17  (18.3) 
++ 16  (17.2) 
+++ 8    (8.6) 

Cyclin E 

++++ 3    (3.2) 
Negative 44  (47.3)  
+ 10  (10.8) 
++ 20  (21.5) 
+++ 11  (11.8) 

P27 

++++ 8    (8.6) 
Negative 55  (59.1) 
+ 9    (9.7) 
++ 18  (19.4) 
+++ 6    (6.5) 

nm23 

++++ 5    (5.4) 
 
* Number of patients for which data were available. 
 
ER positivity was more common in patient over 45 year 
of age rather than in patients below 45(37/63 vs. 14/30). 
Both non-infiltrating ductal carcinoma and 3 of the 4 
other types were positive for ER. Most of the tumors of 
less than 2 cm size (T1), (12/14) were positive for ER. 
Tumors with or without axillary lymph node metastasis 
had similar rate for ER positivity. 43 of 77 low stages (1 
& 2) were positive for ER compared to 8 of 16 high stage 
tumors. More of low histological grade (G1) tumors 
(13/19: 68.4%) stained with ER antibody than the high 
histological grade (G2 & G3) (38/74: 51.4%). As for 
histological grade and stage only ER positivity showed 
significant association with earlier stages of cancer.   
 
As shown in table 5, most of the patients alive without 
recurrence were variably positive for all different markers. 
Longer survival period was significantly associated with 
nm23 (p = 0.011) and ER (p = 0.034) positivity (Table 6). 
25 of 39 cases with localized disease and 3 of 7 dead 
cases were ER positive. Most of the cases with 25-48 
months survival period (19/25: 76%) and those with more 
than 48 months survival (12/21:57.1%) were positive for 
ER.  
 
No significant association could be found between tumor 
size and markers expression. At the same time no 
substantial differences could be seen in between markers 
regarding their expression status in tumors of varying 
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sizes. Lack of significant association was also noted 
between markers expression and lymph node involvement 
or distant metastasis. Only ER positivity showed 
significant association with earlier stages (I & II) of 
cancer than late stages (III & IV). Significant association 
between tumor clinicopathological features and intrinsic 

tumor markers was observed for tumor stage and patient 
survival with ER and for clinical outcome with cyclin E 
(Table 7). Tumor markers p27 and nm23 expressed 
significant association (p = <0.01) with ER but no 
significant association was found between the other 
markers (Table 8). 

Table 4. Crosstabulation of the association of the tumor markers for ER, cyclin E, p27, and nm23 over expression with 
other prognostic factors in 93 breast carcinoma cases. 
 

Characteristics Cyclin E p27 nm23 ER 

     Positive~ 
cases (%) 

Negative^ 
cases (%) 

positive~ 
cases (%) 

negative^ 
cases (%) 

positive~  
cases (%) 

negative^  
cases (%) 

Positive~  
cases (%) 

negative^  
cases (%) 

Age 
  ≤ 45 Y 14 (15.1) 16 (17.2) 17 (18.2) 13 (14) 11 (11.8) 19 (20.4) 

 
14(15.1) 

 
16 (17.2) 

  > 45 Y 30 (32.2) 33 (35.5) 32 (34.4) 32 (34.4) 27 (29.1) 36 (38.7) 37 (39.8) 26 (27.9) 
Ethnic distribution 
Malays  

 
25 (54.5) 

 
21(45.7) 

 
24 (52.2) 

 
22 (47.8) 

 
21 (45.7) 

 
25 (54.2) 

 
26 (27.9) 

 
20 (21.5) 

Chinese    18 (43.9) 23 (56.1) 21 (51.2) 20 (48.8) 17 (41.5) 24 (58.5) 23 (24.7) 18 (19.4) 
Indians   1  (16.7) 5  (83.3) 4  (66.7) 2  (33.3) 0 6 (100) 02 (2.2) 04 (4.3) 
Breast side  
Right 30 (32.6) 29 (31.5) 32 (34.8) 27 (29.3) 25 (27.2) 34 (37) 

 
34 (36.6) 

 
26 (28) 

Left 13 (14.1) 20 21.7) 49 (53.3) 16 (17.4) 13 (14.1) 20 (21.7) 17 (18.2) 16 (17.2) 
Histological type 
IDC* 

42 (45.2) 44 (47.3) 47 (50.5) 39 (41.9) 37 (39.8) 49 (52.7) 46 (49.5) 41(44.1) 

NIDC# 1 (1.1) 1 (1.1) 0 2 (2.2) 1 (1.1) 1 (1.1) 02 (2.2) 0 
Others 1 (1.1) 4 (4.3) 2 (2.2) 3 (3.2) 0 5 (5.4) 03 (3.2) 01 (1.1) 
Tumor size 
  T1 

 
4 (4.3) 

 
10 (10.8) 

 
9 (9.7) 

 
5 (5.4) 

5 (5.4) 9 (9.6) 12 (12.9) 02 (2.2) 

  T2 26 (28.0) 27 (29.0) 28 (30.1) 25 (26.9) 20 (21.5) 33 (35.5) 26 (27.9) 27 (29) 
  T3 & T4 14 (15.0) 12 (12.9) 12 (12.9) 14 (15.1) 13 (14.0) 13 (14.0) 13 (14) 13 (14) 
Lymph node 
metastatis 
  N0 19 (20.4) 27 (29.0) 22 (23.7) 24 (25.8) 14 (15.1) 32 (34.4) 

 
 

25 (26.9) 

 
 

1 (22.6) 
  N1 & N2 25 (26.9) 22 (23.7) 27 (29.0) 20 (21.5) 24 (25.9) 23 (24.8) 26 (27.9) 21 (22.6) 
Distant Metastasis 
  M0 43 (46.2) 48 (51.6) 47 (50.5) 44 (47.3) 37 (39.8) 54 (58.1) 

 
49 (52.7) 

 
42 (45.1) 

  M1 1 (1.1) 1 (1.1) 2 (2.2) 0 (0.0) 1 (1.1) 1 (1.1) 02 (2.2) 0 
Stage 
  I & II 35 (37.6) 42 (45.2) 42 (45.2) 35 (37.7) 30 (32.3) 47 (51.6) 

 
43 (46.2) 

 
34 (36.4) 

  III & IV 9 (9.7) 7 (7.6) 7 (7.6) 9 (9.7) 8 (8.6) 8 (8.6) 08 (8.6) 08 (8.6) 
Histological grade   
  I 7 (7.5) 12 (12.9) 10 (10.8) 9 (9.7) 6 (6.5) 13 (14.0) 

 
13 (14) 

 
06 (6.5) 

  II & III 37 (39.8) 37 (39.8) 39 (41.9) 35 (37.7) 32 (34.4) 42 (45.1) 38 (40.9) 36 (38.7) 
 
Number of positive (~) and negative (^) cases with data, *Infiltrating ductal carcinoma, Non-infiltrating ductal carcinoma. 
 
Table 5. Association of intrinsic tumor markers status with clinical outcome of 93 breast carcinoma cases. 
 

Cyclin E P27 Nm23 ER Clinical 
outcome +ve cases 

(%) 
-ve cases 

(%) 
+ve cases 

(%) 
-ve cases 

(%) 
+ve cases 

(%) 
-ve cases  

(%) 
+ve cases 

(%) 
-ve cases 

(%) 
Alive without 
recurrence 

16 
(17.2) 

11 
(11.8) 

15 
(16.1) 

12 
(12.9) 

10 
(10.8) 

17 
(18.3) 

15  
(16.1) 

12  
(12.9) 

Alive with 
recurrence 

9 
(9.7) 

3 
(3.2) 

9  
(9.7) 

3 
(3.2) 

7 
(7.5) 

5 
(5.4) 

10  
(10.8) 

02 
 (2..2) 

Dead  1 
(1.1) 

6 
(6.5) 

2 
(2.2) 

5 
(5.4) 

3 
(3.2) 

4 
(4.3) 

03 
 (3.2) 

04 
 (4.3) 

Lost to follow 
up 

18 
(19.4) 

29 
(31.2) 

23 
(24.7) 

24 
(25.8) 

18 
(19.4) 

29 
(31.2) 

23 
 (24.7) 

24 
 (25.8) 

P value 0.02 0.223 0.611 0.171 
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Table 8. Association in between tumor markers ER, 
cyclin E, P27 and nm23 (p values for chi2 tests) 
 

Prognostic Markers Cyclin E p27 nm23 
ER 0.231 0.001 0.009 
Cyclin E - 0.045 0.993 
P27 - - 0.208 

 
DISCUSSION 
 
Breast cancer is a complex disease that still imposes a 
significant healthcare burden on women worldwide. The 
hunt for prognostic markers of human cancers in general 
and breast cancers in particular continues to haunt 
investigators who keep struggling to elucidate the right 
ones that serve as the best prognostic and therapeutic 
predictors to be used in routine clinical practice (Pedrini 
et al., 2004). Currently, many biomarkers, particularly the 
hormonal and epidermal growth factor receptors, are 
being utilized for breast cancer prognosis (Pedrini et al., 
2004). Unfortunately, none of the biomarkers in use have 
sufficient diagnostic, prognostic and/or predictive power 
across all categories and stages of breast cancer. It is 
recognized that more useful information can be generated 
if tumors are evaluated with multiple markers (William, 
1997). Breast cancer risk increases markedly after 40 year 
of age. A women’s chance of breast cancer increases from 

one out of 235 at age 40 to one in 54 at age 50 and then it 
continues to increase further with increasing with age 
(Ferlay et al., 2001). The age standardized incidence rate 
for breast cancer is 54.9 per 100,000 women per year in 
Singapore (Bay et al., 2006). In the present study 78 of 93 
cases were in age group above 40. The Second report of 
Malaysian National Cancer Registry shows that most of 
breast cancers occurred in age group 40-60 (Lim and 
Yahaya, 2003) which is comparable to our results as 
57/93 cases (61.3%) were in the same age group in our 
study. 
 
Ethnic distribution of breast cancer was almost same as 
that reported in Malaysian National Cancer Registry 
report (Lim and Yahaya, 2003) and both Malay and 
Chinese patients had comparable distribution with slight 
predominance of the former, however, Indians were 
underrepresented in our study and constituted only 6.5% 
of total cases. 
 
The predominant histological type of breast carcinoma in 
this study was infiltrating ductal carcinoma as reported in 
most of other studies (Fleming et al., 1997). Most of the 
patients (72%) presented with tumor size < 5 cm in 
diameter (T1-T2), while 46 of 93 cases (49.5%) had no 
metastasis to lymph nodes and only two cases were 
confirmed to have distant metastatic spread. These 

Table 6. Association of intrinsic tumor markers status with the survival of 93 breast carcinoma cases from HTAA 
Kuantan during 1996-2001. 
 

Cylin E P27 Nm23 ER Patients’  
survival in 

months 
+ve cases 

(%) 
-ve cases 

(%) 
+ve cases 

(%) 
-ve cases 

(%) 
+ve cases 

(%) 
-ve cases 

(%) 
+ve cases 

(%) 
-ve cases 

(%) 

<12  6 
(6.5) 

5 
(5.4) 

7 
(7.5) 

4 
(4.3) 

3 
(3.2) 

8 
(8.6) 

6 
(6.5) 

5 
(5.4) 

12-24 9 
(9.7)) 

6 
(6.5) 

9 
(9.7) 

6 
(6.5)) 

9 
(9.7) 

6 
(6.5) 

8 
(8.6) 

7 
(7.5) 

25-48 10 
(10.8)) 

15 
(16.1) 

15 
(16.1) 

10 
(10.8) 

15 
(16.1) 

10 
(10.8) 

19 
(20.4)) 

6 
(6.5) 

>48 12 
(12.9) 

9 
(9.7) 

11 
(11.8) 

10 
(10.8) 

8 
(8.6)) 

13 
(14) 

12 
(12.9) 

9 
(9.7) 

Not 
determined 

7 
(7.5) 

14 
(15.1) 

7 
(7.5) 

14 
(15.1) 

3 
(3.2) 

18 
(19.4) 

6 
(6.5)) 

15 
(16.1) 

P value 0.380 0.337 0.011 0.034 
 
Table 7. Association between tumor clinicopathological features and intrinsic tumor markers (p values for chi2 tests) 
 

Tumor Markers 
Characteristic ER   

Negative   Positive 
Cyclin E 

Negative   Positive 
P27 

Negative   Positive 
Nm23 

Negative   Positive 
Patient alive 
<1Y, 1-2Y, 3-4Y, >4Y 0.034 0.380 0.337 0.011 

Tumor size 0.069 0.419 0.736 0.737 
Clinical outcome 0.171 0.020 0.223 0.611 
Metastasis 0.194 0.939 0.175 0.790 
Axillary lymph node metastasis 0.274 0.460 0.203 0.110 
Histological grade 0.327 0.592 0.722 0.595 
Tumor stage 0.031 0.502 0.318 0.827 
Treatment 0.142 0.034 0.060 0.162 
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findings suggest that most of the patients with breast 
cancer in our series presented at an early stage of the 
disease where 77 of 93 cases (82.8%) were either in Stage 
1 or Stage 2. This indicates the efficacy of the breast 
cancer awareness programs carried out by the NGOs and 
Malaysian government agencies (Mahathevan, 2002).  
 
In our study we described the individual status four well 
known immunohistochemical markers cyclin E, p27, 
nm23 and ER in the breast cancer tissues, and attempted 
at measuring the association of each with the various 
demographic and clinicopathological criteria of the cancer 
patients and also with each of the other markers. Although 
the higher cyclin E positivity rate among Malays as 
compared to Chinese in Malaysia (Table 4) is not 
statistically significant, it might still reflect genuine 
genetic difference between the tumors in the two races but 
failed the statistical test due to the small number of cases 
recruited in this study.  
 
Histologically, most of the breast cancers were either in 
Grade 1 (20.4%) or Grade 2 (60.2%), once again 
indicating relatively good prognosis. Previous studies 
have confirmed the histological grade association with 
prognosis and chemotherapeutic response (Elston and 
Ellis, 1991; Pinder et al., 1998). 
 
Interestingly most of cases (64.5%) had right sided breast 
cancer in contrary to various other reports where left 
sided cancer was the commonest (Senie et al., 1980). It 
has been suggested that in about 55% of women, the left 
breast is slightly larger than the right and therefore 
contains a larger amount of tissue at risk for becoming 
cancerous (Senie et al., 1980). It will be interesting to 
evaluate this hypothesis regarding the increased incidence 
of right sided breast cancer in our patients. However, this 
discrepancy may be due to the limited number of cases in 
the present study. 
 
Most of the patients were treated with only surgery (49 of 
93 cases), most probably due to their presentation in early 
stages. The rests of the cases were additionally treated 
with other adjuvant modalities such as chemotherapy and 
radiation. Survival data and follow up of patients was not 
maintained according to the standard practice, as 50% of 
cases were lost to follow up after a few visits to hospital. 
However, 46 patients had follow up data available for 
more than 25 months and 21 of them for more than 48 
months after their first diagnosis. Only 7 cases were 
confirmed to be dead in this series by July 2004 (the last 
date of follow up). Although longer follow up periods are 
required (at least 5 years), our data collectively suggest a 
better prognosis in this series of patients which we believe 
is due to the earlier stage at the time of presentation and 
also probably due to the appropriate treatment these 
patients received.  
 

Thirty three of 44 cases (75%) with breast cancer were 
either nulliparous or had 1-3 children which indicate that 
reduced fertility is one of the common associations with 
breast cancer as shown in previous studies (King and 
Schottenfeld, 1996). Only 4 out of 45 had family history 
of breast cancer which is in confirmation with the 
previous data of familial breast cancer representing 5-
10% of total breast cancers (King and Schottenfeld, 1996; 
Douglas, 2002). However, only 7 of 43 cases had prior 
history of any hormonal treatment in our study. 
 
Moreover, patients with ER positive tumors have 
prolonged disease free survival after primary treatment, 
superior overall survival and longer survival after 
recurrence compared with patients having ER-negative 
tumors, which is independent of axillary node status 
(McGuire et al., 1990). 54.8% (51/93) of the tumors in 
this study were positive for ER especially those with 
tumor size less than 2 cm in diameter (T1). Moreover, ER 
positivity was significantly more in stage 1 and 2 
compared to stage 3 and 4 (p<0.05). Most of the cases 
having follow up for 25-48 months or more than 48 
months were also ER positive and only 3 of 7 patients 
who died during our study period had ER positive tumor. 
This clearly indicates the good prognosis of tumors with 
positive ER status. 
 
The significant association of early stage breast cancer 
and prolonged survival with ER positivity in our patients 
indicating that breast carcinomas expressing estrogen 
receptors have better prognosis because they are more 
differentiated and favorably respond to hormonal 
treatment compared with ER negative tumors (Clark and 
McGuire, 1988; McGuire et al., 1990). Moreover, patients 
with ER positive tumors have prolonged disease free 
survival after primary treatment, superior overall survival 
and longer survival after recurrence compared with 
patients having ER-negative tumors (McGuire et al., 
1990).  
 
The better survival (p=0.011) of those with increased 
expression of nm23 is probably related to the anti-
metastatic effect of this marker (Zhao et al., 2004), 
however no significant association could be established 
between nm23 and lymph node and distant metastasis 
(Table 4).  Marginal association though a non-significant 
one was noted between decreased nm23 expression and 
lymph node metastasis (p = 0.11).   
 
The influence of cyclin E on clinical outcome (p=0.02) is 
probably attributed to its influence on treatment strategy 
and its association with other poor prognostic parameters 
like high grade, late stage and negative estrogen receptor 
status (Donnellan and Chetty, 1999). However, it could 
not be substantiated in our present study. 
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The two markers p27 and nm23 that are known to have 
anti-tumor effects (Osborn et al., 2004; William, 1997; 
Tan et al., 1997; Porter et al., 1997) and thus favorably 
influence prognosis were unsurprisingly found to be 
significantly associated with ER which also has a 
favorable prognostic influence (Hlupić et al., 2004).  
 
CONCLUSION 
 
The present study showed that most of the breast cancer 
patients attending the breast clinic in HTAA Kuantan, 
present at an early stage and are ER-positive, thus having 
good prospect for favorable  prognosis if  appropriately 
treated. nm23 in this study appears to be the only marker 
besides ER that significantly influenced patients’ survival 
while cyclin E had an influence on clinical outcome. The 
combination of markers examined in this study might 
have an influence on the prospective biological behavior 
of breast tumors and the ultimate survival and well being 
of these patients. The prognostic value of individual 
biological factors could, therefore, be more effective in 
combination as opposed to single factors (Schindlbeck et 
al., 2005). Since we are still a long way, short of 
accurately defining the right combination of prognostic 
markers. It is suggested, that a more comprehensive and 
statistically reliable data can be obtained, if a much larger 
number of breast cancer cases from all over Malaysia is to 
be included in this type of research work. 
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ABSTRACT 

 
The dried rhizomes of Astilbe rivularis Buch-Ham ex D.Don have been traditionally used for the treatment of 
inflammatory diseases, headache and infertility from the ancient period in India. The physiological mechanisms of 
action, especially anti-inflammatory effect of this plant extract are not yet well understood. In this study, we examined 
the free radical scavenging effect and anti-lipid peroxidation in successively extracted, purified solvent fractions. The 
fractions execute significant free radical scavenging potentiality on DPPH (95.23%) at dose of 100 µg/ml, superoxide 
scavenging activity (80.40%) and anti-lipid peroxidation (45.83%) at the same doses, which are comparable with 
reference standard. We also investigated the anti-inflammatory effect of this plant extract on rat. The oral application at 
the dose of 100 mg and 200 mg/kg body weight of this plant extract promoted healing action (56.20 % inhibition at the 
dose of 200 mg/kg after 24 hrs) on carrageenan induced rat paw inflammation; which is also comparable with standard 
of non steroidal anti-inflammatory drug (Ibuprofen) 20 mg/kg body weight (48.18% inhibition after 24 hours). The 
observations from these studies suggest the ethno medicinal use of Astilbe rivularis which could be commercially 
exploited by the pharmaceutical industry. 
 
Keywords: Astilbe rivularis, solvent fractions, free radicals scavenging, antilipid peroxidation, anti-inflammatory. 
            
INTRODUCTION 
 
The therapeutic properties of Astilbe rivularis 
Buch.Ham.ex D.Don (AR) [local name: Buro okhati or 
Bhadhangoo] family Saxifragaceae have known for 
decades in several traditional therapeutics. It is 
predominant in gardens and waysides of Darjeeling Hills. 
High amount of polyphenols, flavonoids, coumarin 
berginin, triterpenoids, acetyl-β peltoboykniolic acid, 
peltoboykniolic acid and astilbic acid are present in AR 
rhizomes. Major traditional uses of its dried rhizomes are 
mainly for the treatment of headache and infertility by the 
tribal community of the hills. For several decades, 
numerous medicinal preparations of AR rhizomes have 
been used as potential phyto-therapeutics among different 
ethnic races (Chettri et al., 2005). In addition to medicinal 
uses, AR rhizomes are processed into various products 
like antecedent (Tandon et al., 1996).  
 
The increasing interest in alimentary applications of 
herbal components rich in antioxidant is due to possible 
correlation between the oxidant action of the free radicals 
and the onset of some important pathology. The drugs 
which are in presently for the management of pain and 
inflammatory condition are either narcotic e.g. opoid or 
non-narcotics e.g. Salicylates and corticosteroids e.g. 
hydrocortisone. All these drugs have well known side and 
toxic effects. Moreover synthetic drugs are very 
expensive to develop for the successful introduction of 
new products. Therefore many medicines of plant origins 
has been used since long time without any side effects. In 
the very recent consumer preference has also shifted the 

attention from costly synthetic to cheaply natural less 
toxic molecules (Dapkevicius et al., 1998). Several 
components present in plants have reported to be 
biologically active antioxidant and have bioregulatory 
properties. AR rhizomes are well known for their 
medicinal properties and thus have been used to treat 
many diseases like anti-herpes and anti-influenza 
(Rajbhandari et al., 2001). Proximate compositions and 
health benefit of these plants has been documented 
(Sastry et al., 1987). However no information is available 
on its anti-inflammatory properties, it is therefore 
essential that effort should be made to introduce new 
medicinal plants to develop cheaper phyto-products in 
this aspect. The lack of potent antioxidant and anti-
inflammatory herbal drugs now actually in use prompted 
the present study, which Astilbe rivularis has been 
selected for their biological activities in successive 
extracts. The antioxidant potentiality and anti-
inflammatory activity of AR rhizomes may guide the 
pharmaceutical industry to seek a large untapped source 
of structurally novel compounds that might serve as lead 
for the development of preventive phyto-pharmaceuticals. 
 
MATERIALS AND METHODS 
 
Materials 
Description of plant 
 It is a perennial herb.  Rhizome is erect with sparsely 
brown villous stem, narrowly racemose branch, alternate 
leaves are long and broad, leaflets ovate or elliptical, 
acuminate base rounded or cordate,  double serrate 
margin, appressed brown hirsute on veins, long petiole 
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bearing brown hair specially at axils of leaflets. The small 
flowers are arranged in terminal panicles; peduncles pale 
brownish pubescent, calyx divided almost two bases into 
lanceolate teeth, petal absent, number of stamens five, 
opposite sepal ovary semi-inferior. All parts of the plant 
are slightly aromatic in odour.  
 
Collection and treatment of rhizome 
A. rivularis (Saxifragaceae) rhizomes are collected from 
the Kurseong local area, Darjeeling, West Bengal in 
December 2006. Taxonomic position was authenticated 
by the Taxonomy and Environmental Biology Laboratory, 
Department of Botany, University of North Bengal under 
accession number 9481 dated 05-02-2008. The collected 
rhizomes were then dried in shade at temperature between 
21º to 30º C for 30 days after which 500 g of this part of 
plants were chopped and ground. Finally successive 
extractions were carried out in different solvents.  
 
Preparation of rhizome extracts and purification 
The ground plant materials approximately 100g were 
soaked in 100 ml of methanol and boiled for 8 hours on a 
hot plate with glass beads. The flask containing methanol 
extracts were kept overnight for cold percolations. The 
extracts were filtered through double layer of muslin cloth 
and volume was reduced by evaporation under reduced 
pressure in rotary evaporator. Percentage of methanol 
yield was obtained as 53.1. The residual part were treated 
with chloroform and filtered through the same. Residue 
was washed three times and extracts were concentrated. 
Finally condensed filtrate was used for purification of 
components from hydrophobic to hydrophilic in the silica 
gel column chromatography (Volume of the column 47.1 
cc.). Different solvent were used for elution one after 
another in three different ratios 3:1, 1:1 and 1:3 
respectively. All the solvent fractions were evaporated to 
dryness under reduced pressure. After removal of solvent, 
extracts were reconstituted in methanol, and then used for 
evaluation of DPPH free radical and superoxide 
scavenging and anti-lipid peroxidation assay at a dose of 
100 µg/ml. The fractions showing considerable (>90% 
inhibition) total free radical scavenging activities were 
mixed and evaporated to dryness, then after reconstitution 
with normal saline (0.9% w/v) was only used for the 
evaluation of anti-inflammatory effects.  
 
Study animals 
Male albino rats for anti-inflammatory studies were used 
in the present study. Weights of the rats ranged from 150 
to 200 g respectively. All animals were maintained in 
groups of three at 25º ±1ºC with light/dark cycle of 12:12 
h. They were starved overnight but allowed fresh water 
before administration of the extracts.  
 
Fresh goat liver used for anti-lipid peroxidation assay was 
purchased from slaughter house immediately after slay.   
 

Chemicals 
Solvent used for column chromatography were of 
analytical grades. Silica gel G-60; 2,2-diphenyl-1-
picrylhydrazyl (DPPH); nitroblue tetrazolium (NBT); 
reduced nicotinamide adenine dinucleotide phosphate 
sodium salt monohydrate (NADPH); phenazine 
methosulphate (PMS); trichloro acetic acid (TCA); 
thiobarbituric acid (TBA); FeSO4, 7 H2O; KOH; KH2PO4; 
quercetine were either of Sigma or Hi Media analytical 
grades. 
 
Drugs 
All the drugs used in this study were of pharmaceutical 
grade. Carrageenan was purchased by Sigma Chemical 
Company and Ibuprofen; a propionic acid derivative was 
purchased from local retail medicine shop (Marketed by 
Albert- David, brand name Alfan). 
 
Antioxidant assay 
DPPH based free radical scavenging activity 
The free radical scavenging activities of each 
reconstituted fraction were assayed using stable DPPH, 
according to the method of Blois (1958). Percentage of 
free radical scavenging activity was expressed as percent 
inhibition from the given formula. 
 

100
cont. of Abs.

sample of abs.  cont. of Abs.  inhibition % ×=  

 
Superoxide anion scavenging activity 
The superoxide anion scavenging activity was performed 
using method of Nishikimi et al. (1972) followed by 
slight modification. Percentage inhibition was calculated 
using the formula given above. 
 
Anti-lipid peroxidation (ALP) assay 
The anti-lipid peroxidation assay in the goat liver 
homogenate was measured by the method of Ohkawa et 
al. (1979), followed by slight modification. ALP % was 
calculated using the following formula. 
 

100 
control of abs.  -on  peroxidati induced Fe of Abs.
sample of abs.-on peroxidati induced Fe of Abs.    % ALP 2

2

×= +

+

 
Procedure for testing anti inflammatory activity  
Hind paw edema method 
In the present study anti inflammatory activity was 
determined in male Albino rats; following the method of 
Winter et al. (1962) using three animals in each group. 
Carrageenan (1% w/v suspension in normal saline) was 
injected to animals, in the right hind foot under the plantar 
aponeurosis (Goudgaon et al., 2003). The test groups (1 
and 2) of rats were given orally 100 and 200 mg/kg of 
normal saline reconstituted mixture of extract of AR one 
hour before the carrageenan injection. The controls were 
treated with the same volume of saline as in test group. 
Another group of rats were treated with 18 mg/kg (dose of 
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the drug were calculated as per body weight of the rat) of 
Ibuprofen (NSAID) orally one hour before carrageenan 
injection. The inflammation was quantitated by using 
vernier caliper immediately before carrageenan injection 
and then 1, 2 and 24 hours after carrageenan injection. 
The percentage inhibition of edema was calculated for 
each group with that of vehicle treated control group by 
using the following formula: 
 

100
V V
VV

pc

pd ×  

 
 Where Vd – Vp = Difference in paw volume after 
carrageenan injection and initial paw volume for drug 
treated animal, Vc – Vp = Difference in paw volume after 
carrageenan injection and initial paw volume for control 
animals. 
 
Statistical analysis 
All the experiments were repeated three times and data 
were represented as mean ± S.D and were analyzed by 

SPSS (version 11.0 SPSS, Inc.). Analysis of variance 
(ANOVA) was used to determine the difference among 
the fractions. The Duncan’s multiple range test (DMRT) 
was used for making comparison (Gomez and Gomez, 
1984) P< 0.01 was regarded as significant.  
 
RESULTS  
 
DPPH Assay 
Among the 33 extracts tested for antioxidant activity 
using DPPH method the successive diethyl ether in ethyl 
acetate and ethyl acetate in acetone extracts exhibited 
strong antioxidant activity as evidenced by their higher 
percentage of inhibition (Table 1). The values were 
comparable to that of standard quercetine. When 
considering the organic fractions of A. rivularis, the 
DPPH radical scavenging capacities increased with 
increasing the polarity of the solvent.   
 
Inhibitory effect of different fractions on superoxide 
anion formation 
Scavenging effect of different concentration of all extracts 

Table 1. DPPH free radical scavenging activity in the different solvent fractions of AR rhizomes. 
 

Solvent fractions v/v 100% 75% 50% 25% 
Hexane in benzene 91.67± 0.58D 27.17 ± 0.46L 10.51 ± 0.50O 8.06 ± 0.24P 

Benzene in chloroform 5.05 ± 0.05RS 3.01 ± 0.04T 12.98 ± 0.13M 3.00 ± 0.05T 

Chloroform in diethyl ether  6.97 ± 0.15Q 5.07 ±0.21RS 2.13 ± 0.15U 44.10 ± 0.10J 

Diethyl ether in ethyl acetate 93.10 ± 0.36C 95.23 ± 0.49A 55.50 ± 0.44I 60.60 ± 0.53H 

Ethyl acetate in acetone 35.03 ± 0.15K 93.78 ± O.46BC 94.18 ± 0.18B 93.20 ± 0.35C 

Acetone in ethanol 90.73 ± 0.31E 84.37 ± 0.32F 3.10± 0.10T 70.70 ± 0.62G 

Ethanol in methanol 93.00 ± 0.10C 93.01 ± 0.31C 27.10 ± 0.36L 4.30 ± 0.30S 

Methanol in water 1.17 ± 0.15V 2.13 ± 0.15U 15.22 ± 0.20M 1.07± 0.21V 

Water 5.43 ± 0.15R    
Quercetine(standard)                    44.67± 0.1.53J   

 

CD0.01 = O.8187 
Values indicate % inhibition of DPPH free radical over control ± S.D (n = 3), figures symbolized by the same alphabet/s (in 
superscript) are not significantly different at P < 0.01 
 
Table 2.  Superoxide radical scavenging activity in the different solvent fractions of AR rhizomes. 
 

Solvent fractions v/v 100% 75% 50% 25% 
Hexane in benzene 26.03 ± 0.55E 12.03± 0.15J 2.33±0.15N 1.63±0.21O 

Benzene in chloroform 0.96 ±0.02PQR 0.77±0.15QR 1.47±0.25OP 1.37±0.21OPQ 

Chloroform in diethyl ether  1.07 0.15OPQR 1.33±0.15OPQR 0.70±0.10R 18.80±0.20H 

Diethyl ether in ethyl acetate 2.53± 0.15N 2.47±0.25N 22.43±0.25G 11.47±0.35J 

Ethyl acetate in acetone 24.83± 0.21F 42.77±0.25D 48.77±0.15B 48.83±0.15D 

Acetone in ethanol 46.33± 0.38C 80.40±0.36A 2.50±0.20N 1.57±0.15OP 

Ethanol in methanol 5.40± 0.20K 16.87±0.25I 3.37±0.25M 2.47±0.15N 
Methanol in water 2.67± 0.15N 1.47±0.35OP 1.57±0.15OP 1.67±0.25O 

Water 4.50± 0.20L    
Quercetine(standard)                  46.01± 0.79C 

 

CD0.01= 0.5843 
Values indicate % inhibition of super oxide radical over control ± S.D (n = 3), figures symbolized by the same alphabet/s (in 
superscript) are not significantly different at P < 0.01
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on superoxide anions are shown in table 2. The 
superoxide radical scavenging activity of different organic 
extracts was measured by reduction of NBT. DMRT 
classification shows that the radical scavenging action 
was mostly concentrated in between ethyl acetate in 
acetone and acetone in ethanol solvent fractions. Polar 
solvent fractions like ethanol in methanol and methanol in 
water showed lesser superoxide anion scavenging 
property and the scavenging rates were in the range of 
1.47 and 16.87 percent. Highly non-polar solvents like 
benzene in chloroform were inactive toward chemically 
generated superoxide radicals. The results showed that the 
acetone in ethanol fraction of Astilbe rivularis rhizome 
was found to be most potent antioxidant and was followed 
by ethyl acetate in acetone fraction. So these fractions are 
active against superoxide anion at only 5 fold higher 
concentration as that of the well known superoxide anion 
scavenger quercetine which was used as standard for 
positive control. The anti- lipid peroxidation effect of 
rhizome extract was observed in Fe2+ ion induced lipid 
peroxidation in goat liver homogenate against control. 
These effects in four fractions of AR rhizomes were 
significant as shown in table 3. 
 
The mixture of four fractions possessed varying degree of 
anti-inflammatory activity which is comparable with the 
standard drug shown in table 4. The plant extract showed 
quicker anti-inflammatory response. 
 
DISCUSSION 
 
It has been observed that herbal antioxidants can prevent 
stress induced diseases in human beings. These activities 
of rhizome extract may be due to its polyphenolic 
contents. The free radicals scavenging activity is 
generally associated with the presence of reductions. 
Gordon (1990) reported that these activities of reducton’s 
are believed to break radical chain by donation of a 
hydrogen atom, indicating the antioxidative properties 
concomitant with the development of reducing power. 
DPPH accept an electron or hydrogen radical to become a 

diamagnetic molecule (Blois, 1958). It can react with 
specific antioxidant molecules which involves reduction 
of DPPH, therefore the marked free radical scavenging 
properties in different fractions may be related with its 
higher reducing power.  
 
Other plants have proved their activities against 
superoxide radical scavenging viz. Cissus quadrangularis 
L. (Jainu et al., 2005), Rosa damascene Mill. (Achuthan 
et al., 2003). McCune et al. (2003) reported superoxide 
scavenging property of 35 different medicinal plant 
species. Superoxide anion scavenging activity has also 
been observed in the different fractions of AR rhizomes.  
Higher percentage of superoxide radical inhibition is the 
indication of the presence of bioactive compounds in the 
fractions of AR rhizomes. The superoxide can be formed 
enzymatically or non-enzymatically in the biological 
system. O2

˙ may decrease the activity of other antioxidant 
defense, like catalase and catalase type enzymes 
(Halliwell et al., 1999). O2

˙ radical requires a slight input 
of energy that is often provided by NADPH in biological 
system.  
 
It is known that cleavage products of lipid peroxidation 
accumulate in the central nervous system and in cardiac 
muscle fibers (Nohl, 1993). AR extracts has been found 
reduce lipid peroxidation of microsomal tissues in goat 
liver. Generally Malonaldehyde formed during the lipid 
peroxidation, may serve as active antioxidant molecules 
in the AR extract inhibiting this type of reaction. This is 
why AR rhizome extract may be considered as a 
corroboration of Ayurveda claims for the plant. 
 
NSAIDs are widely used for the treatment of 
inflammation and pain and they act via inhibition of 
synthesis of prostaglandins (Vane, 1971). The selective 
COX-2 inhibitors are as efficacious as NSAIDs in 
preventing inflammation and pain. This study showed that 
the mixture of nine best  fractions with antioxidant 
activity inhibited carrageenan induced rat paw edema, 
which is a valuable test for predicting the anti-

Table 3.  Percentage of anti-lipid peroxidation in the different solvent fractions of AR rhizome. 
 

Solvent fractions v/v 100% 75% 50% 25% 
Hexane in benzene 15.87± 0.15L 10.77±0.15O 5.63±0.31Q 4.67±0.32R 

Benzene in chloroform 3.33±0.31S 2.67±0.25T 1.60±0.10U 1.63±0.21U 

Chloroform in diethyl ether  2.43±0.25T 1.63±0.21U 1.73±0.21U 11.63±0.06N 

Diethyl ether in ethyl acetate 30.30±0.20H 35.70±0.20E 18.63±0.31K 14.80±0.26M 

Ethyl acetate in acetone 7.57±0.35P 34.57±0.32F 33.67±0.21G 28.60±0.30I 

Acetone in ethanol 44.67±0.17C 42.50±0.30D 1.63±0.23U 19.47±0.06J 

Ethanol in methanol 45.83±0.15B 35.67±0.49E 5.73±0.15Q 1.42±0.27UV 

Methanol in water 0.73±0.26W 1.07±0.02UVW 2.60±0.10T 0.93±0.05UW 

Water 1.29±0.18UVW    
Curcumin(standard)                         46.83  ± 0.76A 

 

CD0.01= 0.5854 
Values indicate ALP % over control ± S.D (n = 3), figures symbolized by the same alphabet/s (in superscript) are not significantly 
different at P < 0.01 
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inflammatory action of this plant extracts, acting by 
inhibiting the mediator induced  inflammation and also 
comparable with standard NSAIDs. It appeared to inhibit 
induced prostaglandin in inflamed tissue possibly due to 
the presence of Berginin and astilbic acid present in the 
extracts mixture. Other plants of the same genera like 
Astilbe thunbergii Miq. (Kimura et al., 2007), Astilbe 
chinensis Maxim. ex Knoll (Taechul et al., 2005) and 
Astilbe koreana Nakai (Na et al., 2004) has also been 
observed to show the anti-inflammatory activity due to 
the presence of the same kinds of active constituents. 
Quick anti-inflammatory action might be due to the rapid 
absorption of the bioactive component of this plant 
(Ahmad et al., 1992). 
 
Phytochemical investigation will also be needed in order 
to isolate the active fraction of pure compounds and in the 
same fraction pharmacodynamic studies should also be 
under taken to evaluate the mechanism of action. 
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ABSTRACT 

 
Cytokinin content in roots of peach trees (Prunus persica Batsch cv. Hikawahakuho) as affected by phloemic stress (bark 
ring) was studied. The treatments were applied to the trunk as control (no ringing), partial ringing [(represented by 
phloemic stress) PR] and complete ringing (CR). Phloem ring was made by peeling out 2 cm length of bark (phloem) 
from the trunk leaving a connecting 2 mm thickness of phloem strip (a bridge) while complete ringing (CR) left no 
phloem strip. Trunk diameter was higher in PR and CR treated trees than in un-ringed trees. Trunk diameter was higher 
above the ring than in below the ring both in PR and CR treated trees. However, it was higher in above the ring in case of 
PR and CR treated trees than in lower the ring both in PR and CR treated trees. The cytokinin content represented by 
callus weight was higher in control trees than in PR and CR treated trees. The results showed that cytokinin content 
decreased in roots of PR and CR treated trees. The results also indicated that growth promoting hormone (cytokinin) in 
peach roots affected overall plant nutrition and growth inhibiting hormon that led small sized peach trees.  
 
Keywords: Cytokinin, dwarfing, ringing.  
 
[Abbreviations: CR, Complete ring; PR, Partial ring; PVP, Polyvinyl pyrollidone]. 
 
INTRODUCTION 
 
Phloem ringing is a horticultural practice used to 
manipulate tree growth and development, and fruit growth, 
in a variety of fruit species. Small, compact, dwarfed or 
size controlled fruit trees provide easier pruning, thinning, 
spraying and harvesting, high production of high-grade 
fruit and lower cost of production (Tukey, 1964). The 
primary factor limiting the use of size controlling 
rootstocks in stone fruit production was the lack of 
suitable rootstocks with a wide range of compatibility 
among cultivars (De Jong et al., 2001). Jose (1997) found 
lower vegetative growth in girdling treatments in relation 
to control in mango trees. 
 
Arakawa et al. (1997) reported that trunk growth of apple 
trees above girdling was significantly increased and 
below girdling trunk growth was reduced. Onguso et al. 
(2004) reported that the increase of trunk circumference 
above girdling might be caused by swelling of trunk with 
accumulation of carbohydrates. They also stated that 
girdling blocked the translocation of sucrose from leaves 
to roots through phloem bundles. The block decreased 
starch content in root system and accumulated of sucrose 
in the leaves. Rose and Smith (2001) found that complete 
girdling of stems killed the plants and partial girdling 
weakened the plants.  
 

Mullins (1967) stated that cytokinin successfully 
stimulated for root growth of young grapes. Antognozzi et 
al. (1993) reported that cytokinin activating compound 
N1-(2-chloro-4pyridyl)-N3-phenylurea (CPPU) increased 
the transverse diameter, size and fresh weight of olives. 
Park et al. (1997) observed that stem growth of kinetin 
treated persimmon trees was higher than control trees. 
 
There is not available literature on cytokinin as affected 
by bark ringing. That is why, this study was undertaken to 
determine the cytokinin content which occured during 
senescence as affected by phloemic stress on the trunk 
represented by girdling. 
 
MATERIALS AND METHODS 
 
Site 
The experiment was carried out in an orchard at Ehime 
University Farm located in southern Japan.  
  
Plant materials 
Two-year-old peach (Prunus persica Batsch cv. 
‘Hikawahakuho’) trees grafted on peach seedling stocks 
(wild form) were used in this experiment in April 2004. 
The seedling rootstocks were collected from nursery and 
transplanted to the main field on April 13 2004. The 
transplantation was done by maintaining pit (hole) 
method in the main field. The pit (hole) was spaced at 
0.60 m x 1.0 m. The tree height was 0.70 m initially. *Corresponding author email: sharif@um.edu.my 
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Weeding was done by maintaining row as required. 
Granular fertilizers were applied after transplanting at the 
rate of N, P2O5 and K2O 10g, 10g and 10g per tree 
respectively. Irrigation was applied once in a week by 
hose pipe. Insecticide was applied once in a month.  
 
Treatment setting 
Treatments were set on June 13, 2004. Phloem ringing 
[partial ringing (PR)] was done by using a small sharp 
knife removing a partial ringing 2 cm length to leave a 
connecting strip (band) 2 mm width (thickness) in the 
trunk, 20 cm above from the ground. In case of complete 
ringing (CR) there was no connecting strip (band). There 
were 3 treatments each with 4 replications used in 
different trees in the experiment. The treatments were 
control (no ringing) phloem ring and complete ring. 
Treatments were repeated in different trees. There were a 
total 12 (4 x 3) trees used for cytokinin (from roots) 
analysis.  
 
Sample collection and preparation for cytokinin 
Root samples (30 g) were collected on July 11 2004 after 
one month of treatment setting. Twelve (3 x 4) trees were 
uprooted and washed. Fresh roots were separated, washed 
and kept in the Freezer immediately after harvest and 
used for cytokinin analysis.  
 
Cytokinin analysis 
The samples were ground with mixture machine and 
added with 500 ml of 80% ethanol and kept for 12 h in 
the refrigerator. After 12 h, samples were filtrated and 
washed the residue with 500 ml of 80% ethanol and keep 
for 12 h. The same procedure was repeated 3 times. Total 
1500 ml of 80% ethanol extractant was collected after 48 
h. Extractant was concentrated in vacuo at 350C by using 
a rotary evaporator and made it to the volume of 100 ml. 
The PH was adjusted to 2.5 with 1 N HCl. Polyvinyl 
pyrrolidone (PVP) 5 g was added with the sample and 
filtrated. The 30 ml ethyle.acetate was added with the 
sample. The samples were filtrated with Dowex 50 W X 4 
(Mesh) and washed with 100 ml of 80% ethanol. The 
samples were diluted with 200 ml 5N NH4OH and 
cytokinin was separated. Finally the samples were dried 
in vacuo by Rotary evaporato and 5 ml of 35% ethanol 
was added with samples and kept in the freezer. 
 
Cytokinin samples were purified by using Column 
Chromatograpy SephadexLH2O (2.5 cm x 90 cm) and 
impurities were separated. The 40 ml of cytokinin 
samples were taken and repeated 32 times. Samples were 
dried in vacuo by Rotary evaporato and mixed with 5 ml 
water and standards of kinetin were prepared at 0, 0.01, 
0.05, 0.1 and 0.5 ml concentration. 
 
Soybean callus bioassay preparation by 
micropropagation  
 Culture media were prepared by using Miller (1967) 
Media. First of all macro and micronutrients were 
measured and put into the cylinder. The α- NAA and 

kinetin were put into the cylinder and poured macro and 
micronutrient solutions. Then vitamins were added. The 
media were adjusted with KOH to 5.8 prior to use. All 
solutions were heated for 30 min. with electric heater and 
stirred. They were autoclaved at 15 lb/in at 121oC for 15 
min.  
 
Soybean seeds were obtained from National Institute of 
Agrobiological Sciences, Ibaraki, Japan. Soybean seeds 
were collected and washed with tap water followed by 
rinsing with distilled water in the clean bench. Soybean 
seeds were surface sterilized for one min. with 70% 
ethanol, soaked in 1% sodium hypochloride plus a drop of 
liquid detergent. Then seeds were shaken gently for 20 
min. followed by 10 times rinse with distilled water. 
Seeds were put into culture tube containing 10 ml Miller 
medium. Culture tubes were placed in a growth chamber 
under the following conditions: 27oC, in darkness, RH 70-
80%. After 15 days calli were grown.  
 
Culture media were prepared 2nd time as described above. 
In this step, extracted plant cytokinin from different 
treatments was used as growth regulator and kinetin was 
used as standard. Grown calli were cut into different 
pieces and cultured in different replication of treatments 
and standard of kinetin. The calli were weighed after 2 
weeks of growth. This weight showed the grade of 
cytokinin conent in different treatments. 
  
RESULTS AND DISCUSSION 
 
The effect of partial and complete ringing on trunk 
diameter after treatments application was shown in figure 
1. In control trees, there was no difference between above 
and below ringing of trunk diameter. Finally it was higher 
above ring and lower below the ring in PR and CR than 
control trees (Table 1). There was a difference in diameter 
between above and below ringing in case of PR and CR. 
Trunk diameter was higher in CR trees above ring than in 
PR trees above ring. However, it was lower in CR trees 
lower ring than in PR trees lower ring. Cytokinin content 
represented by callus weight was higher in control trees 
than partial and complete ringing (Fig. 2). There was a 
significantly difference of cytokinin represented by callus 
weight between complete ringing (PR) and partial ringing 
(PR) as well as control. The lowest callus weight was 
found in complete ringing trees.    
 
The results showed that trunk growth (diameter) was 
higher above the ring than below the ring possibly due to 
bark ringing. It was effective as a dwarfing technique in 
young peach trees by stress phenomenon using bark 
(phloem) ringing as a result of producing more ABA 
content and less cytokinin content after blocking 
translocation of photosynthates from leaves to roots. 
Arakawa et al. (1997) also reported similar result. They 
mentioned that trunk growth above girdling was 
significantly increased and below girdling was reduced in 
apple trees. Hossain et al. (2006, 2007) reported similar 
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result. They stated that trunk circumference was higher 
above the ring than below the ring in peach trees. Onguso  
et al. (2004) reported that sugar and starch contents were 
higher above the ringing than below the ringing. The 
block decreased starch content in root system and 
accumulated of sucrose in the leaves (Schneider, 1969; 
Plaut and Reinhold, 1967).  
 
Table 1. The nutrient media (Miller, 1967) were used in 
soybean callus induction for cytokinin analysis. 

Compound Concentration  
Macronutrients: 
Ammonium nitrate (NH4NO3) 1000  (mg/l) 
Potassium nitrate (KNO3) 1000 100 
Calcium nitrate {Ca(NO3)2.4H2O} 500 - 
Magnesium sulphate 
(MgSO4.7H2O) 

71.5 -  

Potassium phosphate (KH2PO4) 300 - 
Potassium chloride (KCl) 65 - 
Na2-EDTA 37.3 - 
Iron sulphate (FeSO4.7H2O) 27.8 - 
*From macronutrients 100ml/l was used 
Micronutrients: - - 
Boric acid (HBO3) 1.60    (mg/l)  
Manganese sulphate 
(MnSO4.4H2O) 

14.00 - 

Zinc sulphate (ZnSO4.4H2O) 3.80 - 
Potassium iodide (KI) 0.75 - 
Ammonium molybdate 
{(NH4)6Mo7O24.4H2O} 

0.10 - 

Copper nitrate {Cu(NO3)2.3H2O} 0.35 - 
*From micronutrients 1ml/l was used. 
Vitamins and plant growth regulators: 
Sucrose 30.0 (g/l) 
Agar 10.0 - 
α-NAA 2.0 (mg/l)  
Kinetin 0.50 - 
Myo-inositol 100 - 
Nicotinic acid 0.5 - 
Pyridoxin.HCl  0.2 - 
Thiamine.HCl 0.2 - 

Table 2. Trunk diameter of peach trees as affected by 
partial ringing (PR) and complete ringing. 
 

Trunk diameter (mm) 
Treatment Initial Above 

ring 
Below 
ring 

Ratio 
(A/B) 

Control (no ring) 31.0a 32.0b 32.5a 1.01b 
Partial ringing 30.5a 34.0a 33.0a 1.03b 
Complete ringing 30.5a 34.5a 31.5b 1.09a 

 
Mean in column followed by the same letter is not statistically 
significant at the 5 % level by DMRT. 
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Fig. 2. Cytokinin content in peach root represented by 
callus weight in different treatments. Bars represented SE 
(n = 4). Mean in column followed by the same letter is not 
statistically significant at the 5 % level by DMRT. 
 
Mullins (1967) stated that cytokinin successfully 
stimulated for root growth of young grapes. Antognozzi et 
al. (1993) reported that cytokinin activating compound 
N1-(2-chloro-4pyridyl)-N3-phenylurea (CPPU) increased 
the transverse diameter, size and fresh weight of olives. 
Park et al. (1997) observed that stem growth of kinetin 
treated persimmon trees was higher than control trees. 
Cytokinin and other plant growth hormones stimulated 
cell division (cytokinesis) and influenced the pathway of 
differentiation by stimulating RNA and protein synthesis 

   

 
2 cm x 2 mm ring 
 
 
 
Above ring 
 
 
Below ring 

Control Partial ringing (PR) Complete ringing (CR)  
Fig. 1.  Photo shows ringing structure and trunkdiameter of peach trees as affected by partial and complete ringing 
(PR and CR). 
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(Khamis and Holubowicz, 1978). They might accumulate 
in leaves and cause the stomata to close, reducing 
transpiration and preventing further water loss. This way 
they may affect the tree physiological process. 
 
In case of PR and CR trees, sucrose accumulated in the 
leaves and caused stomata closure resulting ABA 
increased and cytokinin decreased in leaves, shoots and 
twigs then it became growth inhibitory effect. A Sudden 
increase of endogenous ABA has been demonstrated also 
for several stress phenomena (Wright and Hiron, 1969).  
 
Hossain (2006) found that ABA was higher in PR and CR 
trees than control. This might be due to more stress 
(partial ringing) or blocking (complete ringing) of 
translocation of photosynthates (sugar and starch) from 
leaves to roots by making restriction of bark ringing in the 
trunk. In this study, it was found that cytokinin content 
was lower in PR and CR than in control trees. This might 
be due to more stress induced by partial ringing (PR) or 
blocked by complete ringing (CR) of photosynthates 
translocated from leaves to roots.  
 
CONCLUSION      
 
Our results conclude that PR produced less cytokinin 
content than trees that have not been ringed (control) by 
causing nutrient and water stress which can inhibit the 
trunk growth. As a result, dwarfing is exhibited by whole 
peach tree. This result can also be effective for other fruit 
species. 
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ABSTRACT 
 
Hydrodistillation of the flowers of Tipuana tipu yielded 0.5% v/w of oil. Eighteen components were identified by 
GC/MS analysis and Perhydro-farnesyl (32.17%) was the major constituent. Qualitative a and quantitative analysis of 
fatty acids and unsaponifiable matter using GC/MS revealed the presence of  fifteen  fatty acids in leaves and fourteen  in 
pods. Decosane was the major identified hydrocarbon representing (17.6%) in leaves and (12.72%) in pods. .The leaf extract and 
volatile oil of flowers showed a broad spectrum antimicrobial effect, while pods extract showed obvious activity on 
Escherichia coli (gram –ve bacterium) and yeast. The minimum inhibitory concentrations of the methanolic and chloroformic 
extracts of leaves and pods were ranged from 0.2-0.6 mg/ml while volatile oil of flowers was 0.05. Leaf extract was found to 
be stable at 37ºC for 25 h and the remaining activity was 72% to 86%. The activity against all tested microorganisms was 
completely lost after incubation at 50ºC for 15 h. Storage at room temperature (25ºC) for three months in air tight glass bottle 
retains the activity.  The exposure of the isolated fractions to different pH (2 to 12) for 15 min   incubation period showed that 
fractions retain about 52% to 74% of the activity at pH 2 and 45% to 65% at pH 8 and  a complete loss in activity was observed 
at pH 12.  The methanolic extract showed an obvious cytotoxic activity against breast and colon carcinoma cell lines, 
while the chloroformic extract showed cytotoxic activity against breast and cervix carcinoma cell lines. The volatile oil 
showed significant cytotoxic activity against the three examined cell lines. 
 
Keywords: Tipuana  tipu, fabaceae, volatile oil, lipoidal constituents, antimicrobial activity, cytotoxic activity. 
 
INTRODUCTION 
 
Globally Family Fabaceae (Leguminosae) is the 3rd 
largest family of flowering plants, comprising the three 
subfamilies: Mimosoideae, Caesalpinioideae and 
Papilionoideae with nearly 20000 species (Hickey et al., 
1997; Lewis et al., 2005). The genus Tipuana belongs to 
the subfamily Papilionoideae and comprises only one 
species Tipuana  tipu (Hickey and King, 1997). The plant 
is beautiful flowering trees with yellow flowers, and it is 
called pride of Bolivia and yellow jacaranda. It is an 
indigenous to South America, Southern Bolivia and 
Northern Argentina, and has been planted allover the 
world as an ornamental street and garden tree. Genus 
Machaerium is used in South America by indigenous 
population to treat diarhea (Heinrich et al., 1992) 
menstruation cramps (Ginzbarg, 1977), coughs (Joly et 
al., 1987) and aphtous ulcers of the mouth. Certain 
Machaerium species were reported to have antimicrobial 
(Waage et al., 1984), antigiardial (Elsohly et al., 1999) 
and antitumor activities (Seo et al., 2001) with the view 
of developing new antitumor and antimicrobial substances 
with low toxic potential, nature-derived compounds still 
play a major role as drugs and as lead structures for the 
development of synthetic molecules. Screening for new 
drugs in plants implies the screening of extracts for the 

presence of novel compounds and evaluation of their 
bioactivities. Nothing was reported in the available 
literature concerning the volatile constituents of the 
flowers of Tipuana tipu, as well as lipoidal matter of the 
leaves and pods. This directed the present work to carry 
out a comparative study of the lipid content of the leaves 
and pods, as well as to identify the constituents of volatile 
oil of fresh flowers and evaluate their antimicrobial and 
cytotoxic activities. 
 
MATERIALS AND METHODS 
 
Plant material 
Fresh leaves, flowers and pods of Tipuana tipu L (Family 
Fabaceae) were collected from trees growing in Cairo, 
Egypt. The flowers were collected in the month of May, 
while leaves and pods in July [The plant was identified by 
Mrs. Traes Labib, Plant Taxonomist at El-Orman 
Botanical Garden, Giza, Egypt. A voucher specimen was 
deposited in Pharmacognosy Department, Faculty of 
Pharmacy, Al-Azhar University]. 
 
Microorganisms for Antimicrobial activity 
Gram+ve bacteria: staphylococcus aureus, Bacillus subtilis, 
Bacillus cerrus,  Gram –ve bacteria: Escherichia coli.  
Fungi: Aspergillus niger,  A. flavus, A.terru, and Yeast: 
Saccharomyces carles, Candida albicans, Candida 

*Corresponding author email: amany_kansoh@yahoo.com 
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pseudotropicales. Microorcanisms were obtained from 
MIRCEN, Cairo, Faculty of Agriculture, Ein-Shams 
University, Egypt. 
 
Cell lines for cytotoxic activity ( Skehan et al., 1990)  
HELA (cervix carcinoma cell line), MCF7 (breast carcinoma 
cell line), HCT116 (colon carcinoma cell line), 96 multiwell 
plate (104cells/well), Sulphorhodamine B stain, and Tris-
EDTA buffer were used. 
 
APPARATUS  
 GLC: GLC/PYE UNICAM PRO-GC with SP-2300 
column for saponifiable matter coupled to an injector 
temperature 250ºC 1.5 X 4mm. GLC/PYE UNICAM 
PRO-GC with column of methyl phenyl silicone OV-17 
1.5x4mm (Faculty of Agriculture, University of Cairo). 
 
Preparation of plant extracts 
The powder (200g) of each of the leaves and pods of 
Tipuana tipu was exhaustively extracted by repeated 
refluxing with light petroleum ether (60-80), chloroform 
and methanol, in succession. The solvent-free extracts 
were stored in the dark at -20ºC for further studies. 
 
Preparation of essential oil 
Volatile oil of flowers was obtained by steam distillation 
of fresh plant material in Clevenger type apparatus for 
5hrs, affording a pale yellow oil which was dried over 
anhydrous sodium sulphate. Percentage yield and physical 

constants were determined according to Egyptian 
Pharmacopoeia. 
 
GC/MS analysis of essential oil 
Volatile oil was dissolved in dichloromethane; GC/MS 
analysis of was performed with GC/MS (Shimadzu 
GC/MS-QP5050A), operated in the electron impact mode. 
Column, capillary DBI, 25m x 0.53 mm ID, 1.5 nm film. 
Temperature-programming: 40-160ºC at 7.5ºC/min., 160-
230ºC at 2.5ºC/min. till 250 ºC. Injector temperature: 
250ºC, Detector: FID, maintained at 280ºC; Carrier gas: 
He, flow-rate of 10 ml/min. Identification of volatile 
components was achieved by comparison of their 
retention times and mass fragmentation pattern with 
published data Adams (1989), Ardakani et al. (2003), 
Stenhagen et al. (1970), McLafferty et al. (1993), as well 
as Wikkey 229 LIB data base. Relative percentages were 
determined by integration of peak areas. Results are 
presented in table 1.  
 
Preparation and saponification of lipoidal matter 
Air-dried powdered leaves and pods (200g) were 
separately, extracted with light petroleum ether (60-80) 
till exhaustion. The extracts were evaporated under 
reduced pressure at temperature not exceeding 40ºC. One 
gram of each of the extracts was saponified by refluxing 
with alcoholic potash (10%) for 2 hours (Paech, 1955; 
Yamaguchi, 1970; Vogel, 1961). After evaporation of the 
solvent and dilution with cold water, the unsaponifiable 

Table 1. GC/MS analysis of essential oils of Tipuana tipu flowers. 

Peak 
No. RRt* % M+ Base 

peak (M/Z%) Constituents 

1 0.312 0.58 136 93.10 41,77,93 α-thujene 
2 0.325 0.81 226 57.10 43, 57, 69, 108 Heptane 
3 0.334 1.34 178 81.10 41,67, 81, 93, 138 Unidentified 
4 0.347 0.52 136 93.10 41, 77, 93, 136 α-Phellandrene 
5 0.355 0.67 90 119.15 41, 65, 77, 91, 119, 134 p-Cymene 
6 0.361 12.47 136 68.10 41, 67, 93, 107, 121, 136 Limonene 
7 0.39 5.82 154 41.10 41, 55, 71, 81, 93, 96, 121, 136 β- linalool 
8 0.45 0.75 154 59.10 43, 59, 81, 93, 107, 121, 136 α-Terpineol 
9 0.482 1.31 154 69.15 41, 68, 69, 93, 123 Trans geraniol 
10 0.563 1.25 172 73.10 41, 60, 73, 129 Decanoic acid 
11 0.635 3.95 194 43.05 43, 67, 69, 93, 107, 121, 136, 151 Geranyl acetone 
12 0.642 1.39 204 41.10 41, 67, 93, 107, 121, 133 α-Farnescene 
13 0.661 15.68 226 57.15 43, 57, 71, 85, 99, 113, 127, 141, 183 Hexadecane 
14 0.84 1.04 154 43.10 43, 57, 71, 83 Camphene hydrate 
15 0.917 1.67 148 105.10 41, 60, 77, 91, 91, 105, 129, 212 Cumin aldehyde 
16 1 32.17 226 43.10 43, 58, 71, 85, 109, 124, 149, 165, 210 Perhydro-farnesyl acetone 
17 1.067 3.33 270 74.10 43, 55, 74, 87, 143, 227 Methyl palmitate 
18 1.104 13.62 256 41.10 41, 55, 73, 83, 97, 115, 129, 157, 213 Palmitic acid 
19 1.198 1.61 220 67.15 41, 67, 79, 95, 108 Caryophyllene oxide 

RRt: Relative retention time to perhydrofarnesyl acetone with Rt=43.218 
M+: Molecular ion peak 
M/z %: mass/charge arranged according to their relative intensities in a descending order. 



Kansoh et al. 

 

663

fraction was extracted with successive portions of diethyl 
ether (3x15ml) and the combined ethereal extract was 
washed with distilled water, dried over anhydrous sodium 
sulphate and filtered was under reduced pressure. The 
residue left after evaporation of the solvent was weighed 
and kept for further investigation of USM. The aqueous 
alkaline solution left after separation of USM in each case 
was acidified with dilute hydrochloric acid; the liberated 
fatty acids (FA) being extracted with ether (3x15ml) till 
exhaustion. The combined ethereal extracts were washed 
with water till free from acidity and dehydrated over 
anhydrous sodium sulphate. An aliquot of the fatty acids 
fraction (0.5g) of each of the two organs was subjected to 
methylation, evaporated under reduced pressure till 
dryness and kept in a desiccator for GLC analysis. The 
percentages of USM and total FA are listed in table 2. 

GLC of USM 
GLC/PYE UNICAM Pro-GC; column: OV-17 (methyl 
phenyl silicone); 1.5mx4mm; detector: FID, temperature 
300ºC; injector temperature, 250ºC; temperature-
programming, 70-270ºC at 10º/min.; carrier gas, nitrogen, 
flow-rate 30 ml/min; chart speed, 0.4 cm/min. The results 
are presented in table 3. 
 
GLC of Fatty acids Methyl Esters (FAME)  
GLC/PYE UNICAM Pro-GC; column: SP-2300, 
1.5mx4mm; detector, FID, temperature, 300ºC; injector 
temperature, 250ºC; temperature programming:  70-190ºC 
at 8º/min.; carrier gas, nitrogen, flow-rate: 30ml/min; 
chart speed, 0.4cm/min. The results are presented in table 
4. 
 

Table 2. Percentage yield of lipoidal matter in leaves and pods of Tipuana tipu and percentage composition of 
unsaponifiable matter and total fatty acids.  
 

% composition Plant part % lipoidal matter Unsaponifiable matter Fatty acids 
Leaves 0.1 93% 7% 
pods 0.2 40% 60% 

Table 3. GLC analysis of unsaponifiable matter of Tipuana tipu leaves and pods. 

Relative % Authentic Carbon No. RRt* Leaves Pods 
n-Tridecane C13 0.315 0.797 0.2 
n-Tetradecane C14 0.445 1.003 2.050 
n-Pentadecane C15 0.54 1.522 2.294 
n-Hexadecane C16 0.63 4.067 1.067 
n-Heptadecane C17 0.6959 5.861 0.047 
n-Octadecane C18 0.76 0.226 0.358 
n-Nonadecane C19 0.839 0.786 2.912 
n-Eicosane C20 0.89 5.113 3.893 
n-Heneicosane C21 0.93 0.413 1.545 
n-Decosane C22 1.00 17.665 12.721 
n-Tricosane C 23 1.04 0.894 1.901 
n-Tetracosane C24 1.09 0.957 1.124 
n-Pentacosane C25 1.146 1.964 3.121 
n-Hexacosane C26 1.194 2.791 5.807 
n-Heptacosane C27 1.24 4.217 5.899 
n-Octacosane C28 1.295 8.194 7.323 
n-Nonacosane C29 1.36 10.890 8.923 
n-Triacontane C30 1.4 2.619 7.114 
Sterols 
Cholesterol  1.6 7.654 2.297 
Stigmasterol  2.2 - 1.817 
β-Sitosterol  2.3 0.861 12.023 
β-amyrin  2.4 1.421 1.007 
Percentage of identified hydrocarbons 69.979 68.299 
Percentage of identified sterols 9.936 17.144 

  
*RRt: Relative retention time to decosane with Rt=18.95 min. 
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Antimicrobial Assay 
The antimicrobial activities of methanolic and chloroformic 
extracts of leaves and pods of Tipuana tipu and volatile oil 
from flowers were determined by the agar diffusion 
technique (Bauer et al., 1966; Wilkins et al., 1972). Sterile 
nutrient, malt extract and Czapek's dox agar media were 
inoculated, separately, with 100µl cell suspension of the 
tested bacteria, yeast and fungi and poured into Petri-dishes 
(15cm diameter). 2mg of each of the extracts or fractions 
was dissolved in 1 ml methanol; a concentration of 0.2 mg 
was chosen and was placed on filter paper disc (1cm 
diameter). Solvent was allowed to evaporate and the discs 
were deposited on the surface of inoculated agar plates and 
kept at low temperature before incubation which favors 
diffusion over microbial growth to detect the inhibition zone 
clearly. The plates were incubated at 35ºC for bacteria and at 
30ºC for yeast and fungi. Tetracyclin and metronidazol were 
used as positive controls for bacteria and fungi, respectively. 
The antimicrobial activity was expressed as the diameter of 
inhibition zone in mm.  For essential oil, the agar overlay 
technique using holes or cylinders as reservoir that contact 
with the inoculated medium was used; oil being diluted with 
diethyl ether at a concentration of 0.3% (v/v). The results are 
presented in table 5. 
 
The minimum inhibitory concentration (MIC) 
MIC of extracts from leaves and pods, as well as the volatile 
oil were determined using serial dilutions technique. 
Different concentrations ranging from 0.2 to 0.6 mg/ml for 
leaves and pods extracts and a concentration of 0.05 to 0.3% 
(v/v) of volatile oil were prepared and tested against the 
chosen microorganisms.  Experiments were performed in 

duplicate and diameters of inhibition zones were measured. 
MIC was expressed as the lowest concentration of plant 
extract that produced complete growth inhibition and the 
results are presented in table 6. 
 
Thermostability of Tipuana tipu  leaf extract  
This was determined at 37ºC and 50ºC. Samples were pre-
incubated for 5, 10, 15, 20 and 25hours at the appropriate 
temperature, followed by rapid cooling. The autoclaved 
sample was also bioassayed. The most sensitive strain of 
each group (Gram positive and Gram negative bacteria, yeast 
and fungi) was chosen as a representative organism. The 
remaining antimicrobial activity was estimated by the agar 
diffusion method (Dixon et al., 1983). Evaluation of the 
stability of leaf extract of Tipuana tipu at different pH values 
was carried out. The samples were incubated at different pH 
values for 15 min. and 30 min. at 4ºC, prior to evaluation of 
the remaining activity by the agar diffusion method. The 
results are shown in figures 1-4. 
 
Evaluation of cytotoxicity (Skehan et al., 1990)  
Cells were plated in 96-multiwell plate (104 cells/well) for 
24 hrs before treatment with the compounds to allow 
attachment of cells to the wall of the plate. Different 
concentrations of the compound under test (25-100µl/ml) 
were added to the cell monolayer. Triplicate wells were 
prepared for each individual dose. Monolayer cells were 
incubated with the compound for 48hrs at 37ºC in an 
atmosphere of 5% CO2. After 48hours, cells were fixed 
with trichloroacetic acid (TCA), washed and stained with 
Sulphorhodamine B (SRB). Excess stain was washed with 
acetic acid and attached stain was recovered with Tris-

Table 4.  GLC analysis of FAME of leaves and pods of Tipuana tipu. 
 

RRt* Relative % Authentic of FAME Carbon No Leaves Pods Leaves Pods 
Caprylic C8:0 0.329 0.248 0.506 0.531 
Pelargonic acid C9:0 0.437 0.312 0.138 0.039 
Capric acid C10:0 0.602 - 0.382 - 
Lauric acid C12:0 0.684 0.502 0.607 0.148 
Lauroleic C12:1 0.733 0.521 0.121 0.174 
Myristic acid C14:0 0.843 0.619 6.448 0.938 
Myristoleic acid C14:1 0.869 0.658 25.053 1.625 
Pentadecanoic acid C15:0 0.93 0.682 1.903 1.004 
Pentadecenoic acid C15:1 0.955 0.704 0.666 0.725 
Palmitic acid C16:0 1.0 0.734 27.262 20.396 
Heptadecanoic acid C17:0 1.125 0.830 13.954 1.078 
Stearic acid  C18:0 1.22 0.907 11.892 6.848 
Oleic acid  C18:1 1.29 0.933 0.531 11.743 
Linoleic acid C18:2 - 1.0 - 52.046 
Linolenic acid  C18:3 1.45 - 0.678 - 
Arachidic acid C20:0 1.63 1.22 4.771 0.286 
Percentage of total identified saturated FAME 67.863 31.268 
Percentage of total identified unsaturated FAME 27.949 66.313 

 
RRt*: relative retention time of palmitic acid (for leaves) =1, with Rt=17.53. In pods   relative retention time of linoleic acid =1, 
with Rt=22.483. 



Kansoh et al. 

 

665

EDTA buffer. The absorbance of the stain was read in a 
VMax microplate reader (ELISA reader) at 564nm. The 
relation between surviving fraction and drug 
concentration was plotted to get the survival curve of each 
tumor cell line after the addition of the specified 
compound and the results are presented in table 7.   
 
RESULTS AND DISCUSSION 
 
Hydrodistillation of the flowers of Tipuana tipu cultivated 
in Egypt yielded 0.5% v/w of a pale yellow oil having a 
pale yellow colour and a faint characteristic odour. The 
oil has a specific gravity of 0.85 and a refractive index of 
1.508. GC-MS analysis of the oil allowed the 
identification of 18 components presented in table 1. The 
oxygenated components were found to be the main 
constituents (69.16%) while the percentage of 
hydrocarbons amounted to (29.48%). Monoterpene 
hydrocarbons were found mainly limonene (12.4%) and 
α-phellandrene (0.52%); while α-farnescene (1.39%) 
being the main sesquiterpene hydrocarbon. Major 
oxygenated monoterpenes were β- linalool (5.82%) and 
geranyl acetone (3.95%); while caryophyllene oxide 
(1.61%) being the main oxygenated sesquiterpene. The 
major constituent of the oil (32.17%) was pentadecanone 
(perhydrofarnesyl acetone). Fatty acids and esters 
exhibited (17.84%) of the volatile constituents, of which 
palmitic acid represented (13.26%). The percentage of FA 
is higher in pods (60%) than in leaves (7%); while the 
percentage of USM is higher in leaves (93%) than in 
pods. GLC analysis of USM indicated that the percentage 
of identified hydrocarbons in leaves and pods was 69.975 

% and 68.299%, respectively. The major hydrocarbon in 
leaves and pods was Decosane (17.6%) in leaves and 
(12.72%) in pods. The major hydrocarbons in leaves were 
n-nonacosane C29 (10.89%), n-octacosane (8.194%), n-
eicosane C20 (5.43%), n-heptacosane C27 (4.217%), n-
heptadecane C17 (5.861%),  n-hexacosane  C26 (2.8%) and 
n-pentacosane C25 (1.96%), while in pods the major 
hydrocarbons were n-nonacosane C29 (8.923%), n-
octacosane C28 (7.323%), triacontane C30 (7.114%), n-
hexacosane C26 (5.8%) n-heptacosane C27 (5.899%), n-
eicosane C20 (3.89%) , n-pentacosane C25 (3.121%) and n-
tetradecane C14 (2.05%). GLC revealed that β-sitosterol, 
Cholesterol and β-amyrin were the major sterol contents 
in leaves in addition to stigmasterol in pods.Campesterol 
and avensterol were previously reported from the seed of 
Tipuana tipu using GC-MS (Maestri et al., 2002). GLC 
analysis of the fatty acid methyl ester of the leaves and 
pods of Tipuana tipu showed fifteen fatty acids in leaves 
and fourteen in pods. The percentage of unsaturated 
FAME is (27.949%) in leaves and (66.313%) in pods. The 
major unsaturated FAME in leaves was myristoleic acid 
(25.053%), while that of pods was linoleic acid 
(52.046%). The percentage of saturated FAME was 
(67.863%) in leaves and (31.268%) in pods. Palmitic acid 
represents the main saturated FAME in both organs with a 
relative percentage of (27.262%) in leaves and (20.393%) 
in pods. 
 
Antimicrobial activity  
The antimicrobial activities of the leaves, pods extracts and 
volatile oil of flowers of Tipuana tipu were screened using 
agar diffusion method (Table 5).   It is noticed that the leaf 

Table 5. Antimicrobial activity of Tipuana tipu leaves, pods and volatile oil of flowers. 
 

*Inhibition zone diameters (mm) 
**Leaves **Pods Positive control Microorganism 

MeOH CHCl3 MeOH CHCl3 
***Flowers, 
volatile oil ****Tetra-

cycline 
****Metro-

nidazol 
Gram positive bacteria 
Staphylococcus aureus 16 16 - - 23 12 12 
Bacillus cerrrus - - - 20 28 30 - 
Gram negative bacteria 
Escherichia coli 12 12 12 30 28 30 30 
Yeast 
Candida albicans 12 - 12 15 26 30 30 
C. pseudotropicales - - 12 12 24 35 14 
Sacchoromyces carles 20 12 12 20 25 - - 
Fungi 
Aspergillus niger 12 12 12 - 26 12 12 
A.. flavus 12 12 - 12 28 - 12 
A. terrus 12 12 12 - 24 24 12 

 

*Average of three determinations, **conc. of extract=0.6 mg/ml, ***volatile oil =0.3%, ****conc. of antibiotic=0.05 mg/ 0.1 ml in 
each disc. 
(-): inactive, 12-14: partially active, 15-20: very active. 



Canadian Journal of Pure and Applied Sciences 

 

666

extract and volatile oil of flowers showed a broad spectrum 
antimicrobial effect while pods extract has more obvious 
activity on E. coli (gram –ve bacterium) and yeast. 
Regarding the chemical composition of essential oils with 
respect to the antimicrobial activity (Cimanga et al., 2002), 
Linalool has previously been reported as having antibacterial 
and antifungal activity (Mazzanti et al., 1998), as well as 
limonene having a higher concentration (12.47%) was active 
against gram positive and negative bacteria (Pepeljnjak et 
al., 2005). A recent study reported Perhydrofarnesyl acetone 
to have moderate antibacterial activity (Yayli et al., 2006; 
Sanches et al., 2005). Palmitic acid is present at high 
concentration in the three fractions and is known for its high 
antibacterial activity (Yff et al., 2002). 
 
The minimum inhibitory concentration 
The minimum inhibitory concentrations of the methanolic 
and chloroformic extract of leaves and pods presented in 
table 6, were ranged from 0.2-0.6 mg/ml while volatile oil of 
flowers was 0.05%. This indicates that the isolated fractions 
have a good activity against microorganisms. 
 
The properties of Tipuana tipu leaf extract  
The effect of different incubation time at 37ºC on the 
antimicrobial activity  (Fig. 1) shows that leaf extract was 
stable at 37ºC for 25 h and 72% to 86% of the activity  was 
remained. Incubation at 50ºC showed a noticeable decrease 
in activity with increasing the incubation time.  About 35% 

to 53% remaining activity was detected after 10h incubation. 
The activity against all tested microorganisms was 
completely lost after 15hours of incubation at 50ºC (Fig. 2).   
When the fraction was autoclaved at 121ºC for 10 min, no 
antimicrobial activity was retained. Storage at room 
temperature (25ºC) for three months in air tight glass bottle 
retains its activity. 
 
The exposure of the isolated fraction to different 
concentrations of hydrogen ion (pH 2 to 12) for 15 min and 
30 min  incubation period showed that the incubation for 15 
min (Fig. 3) retain about 52% to 74% of the activity at pH 2 
and 45% to 65% at pH 8. The remaining activity was about 
9% to 12% at pH 10 while a complete loss in activity was 
observed at pH 12.    
 
Incubation for 30 min. at different pHs showed a noticeable 
decrease at highly acidic and basic solutions (Fig. 4). The 
remaining activity was about 38% to 58% at pH 2 and about 
31% to 55% at pH 8, while no activity was noticed at   pH 10 
and 12. Thus the best storage pH range was 4 to 6 at room 
temperature.   
 
It is to be noticed that the activity of the uncharged form of 
the phenolic compounds is able to penetrate the microbial 
cell and exhibit activity (Burkill et al., 1985). So changes in 
the pH highly affect the activity. These results can serve as a 
guide in therapeutic drug development having a source of 
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Fig. 1.  Effect of different incubation time at 37ºC on 
antimicrobial activity of Tipuana tipu leaves. 

Fig. 2. Effect of different incubation time at 50ºC on 
antimicrobial activity of Tipuana tipu leaves. 

0

20

40

60

80

100

120

2 4 6 8 10 12
pH (15 min incubation period)

R
em

ai
ni

ng
 a

ct
iv

ity
 %

S.aureus
E.coli
C.albicans
A.niger

 

0
10
20
30
40
50
60
70
80
90

100

2 4 6 8 10 12
pH (30 min incubation period)

R
em

ai
ni

ng
 a

ct
iv

ity
 %

S.aureus
E.coli
C.albicans
A.niger

 
Fig. 3. Effect of different pH on antimicrobial activity of 
Tipuana tipu leaves after 15min incubation period. 

 Fig. 4. Effect of different pH on antimicrobial activity of 
Tipuana tipu leaves after 30 min incubation period. 
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new compounds by the selection of some plants as Tipuana 
tipu having antimicrobial activities, and this will represent a 
non expensive as well as available source. It is probably 
useful in controlling some plant diseases (Suchiya et al., 
1996). 
 
 Cytotoxic activity 
The methanolic extract shows an obvious cytotoxic 
activity against breast and colon carcinoma cell lines, 
while the chloroformic extract shows cytotoxic activity 
against breast and cervix carcinoma cell lines. The 
volatile oil shows significant cytotoxic activity against the 
three examined cell lines. 
 
REFERENCES 
 
Adams, RP. 1989. Identification of Essential Oils by Ion 
Trap Mass Spectroscopy.  Academic press Inc., Illinois, 
USA.  

Ardakani, MS., Mosaddegh, M. and Shafaati, A. 2003. 
Volatile constituents from the aerial part of Verbena 
officinalis L. (Vernain).  Iranian. J. pharmaceutical 
research.  39-43. 

Bauer, AW., Kirby, WMM., Sheriss, JC. and Turck, M. 
1966. Antibiotic susceptibility testing by a standardized 
single disk method. Am. J. Clinic, Path. 45:493-495. 

Burkill, HM., Dalziel, JM. and Hutchinson, J. 1985. The 
useful plants of West Tropical Africa. Royal Botanic 
Gardens, (2nd edition).  

Cimanga, K., Kambu, K., Tona , L., Apers, S., De 
Bruyne, T., Hermans, N., Totte, J., Pieters, L. and 
Vlietinck, AJ. 2002. Correlation between chemical 
composition and antibacterial activity of essential oils of 
some aromatic medicinal plants growing in the 
Democratic Republic of Congo.  J. Ethnopharmacol. 79 
(2):213-219.  

Dixon, RA., Dey, PM. and Lamb, CJ. 1983. Phytoalexins:  
enzymology and molecular biology. Adv. Enzymol.  55:1-
7. 

Elsohly, HN., Joshi, AS. and Nimrod, AC. 1999. 
Antigiardial isoflavones from Machaerium aristulatum. 
Plant Med.  65(5):490-494. 

Ginzbarg, S. 1977. Plantas medicinales de los indios 
bribris y cabécar. Am.Indigena. 37:367- 370. 

Heinrich, M., Rimpler, H. and Barrera, HNA. 1992. 
Indigenous phytotherapy of gastrointestinal disorders in a 
low land mixe community Oaxaca, Mexico. J. 
Ethnopharm. 36:63-68. 

Hickey, M. and King, C. 1997. Common Families of 
Flowering Plants. International Legume Database and 
Information Service. Cambridge University. 

Table 6. The MIC of methanolic and chloroformic extracts of Tipuana tipu leaves, pods and volatile oil of flowers. 
 

MIC of Tipuana tipu extracts mg/ml 
Leaves Pods Microorganism Classification 

MeOH CHCl3 MeOH CHCl3 
Volatile oils 

Staphylococcus aureus Gram positive bacterium 0.2 0.2 - - 0.05% 
Escherichia coli  Gram negative bacterium 0.4 0.4 0.6 0.4 0.05% 
Candida albicans Yeast 0.6 - 0.4 0.4 0.05% 
Aspergillus  niger Fungi 0.4 0.4 0.6 - 0.05% 

 
%: concentration of the volatile oil (v/v). 
 
Table 7. In vitro testing for cytotoxic effect of the methanolic and the chloroformic extracts of Tipuana tipu on 
different cell lines. 
 

* % inhibition of cell viability Cell line Sample 10µg/ml 5µg/ml 2.5µg/ml 1µg/ml **IC50 

Methanolic extract  44.6 30.7 27.5 12.3 -ve 
Chloroformic extract 52.6 50.4 44.6 40.4 5.45 µg HELA 
Volatile oil 50 45.8 42.3 40.5 5.3 µg 
Methanolic extract 57.3 53.6 43.1 12.4 4.30 µg 
Chloroformic extract 61.4 52.4 39.3 34.8 4.56 µg MCF7 
Volatile oil 60.2 53.5 44.5 30.6 4.6 µg 
Methanolic extract 51.3 39.7 30.9 29 9.97 µg 
Chloroformic extract 30.8 27 27.4 13.2  -ve HCT116 
Volatile oil 50.3 44.5 40.4 28.3 4.5 µg 

 
*Each result is a mean of three tests 
**IC50 : dose of the compound which reduces survival to 50%. 



Canadian Journal of Pure and Applied Sciences 

 

668

Joly, LG., Guerra, S., Septimo, R., Soli, SPN., Correa, M., 
Gupta, M., Levy, S. and Sandberg, F. 1987. 
Ethnobotanical inventory of medicinal plants used by the 
Guayami Indians in Western Panama. Part I. J. 
Ethnopharmacol. 20:145-149. 

Lewis, G., Schrire, B., MacKinder, B. and Lock, M (eds.). 
2005. Legumes of the world. Royal Botanical Gardens, 
Kew, UK. 

Maestri, DM, Fortunato, RT., Guzman, CA., Torres, MM. 
and Lamarque, AL. 2002. Seed compositional studies of 
some species of Papilionoideae (leguminosae) native to 
Argentina. J. Sci. Food. Agriculture. 82(3):248- 244. 

Mazzanti, G., Battinelli, L. and Salvatore, G. 1998. 
Antimicrobial properties of the linalool-rich essential oil 
of Hyssopus officinalis L. var. decumbens (Lamiaceae). 
Flav. Fragr. J. 13:289- 293. 

McLafferty, FW. and Turecek, F. 1993. Interpretation of 
Mass Spectra, (4th edition). University Science Books, 
Mill Valley, California, USA. 

Paech and Tracey 1955. Modern Methods of Plant 
Analysis IV. Berlin, Gottingen, Heidelberg. 

Pepeljnjak, S., Kosalec, I., Kalodera, Z. and Blazevic, N. 
2005. Antimicrobial activity of juniper berry essential oil 
(Juniperus communis L., Cupressaceae.  Acta. Pharm. 
55:417- 423.  

Sanches, NR., Cortez, DAG., Schiavini, MS., Nakamura. 
CV. and  Filho, BPD. 2005. An evaluation of antibacterial 
activities of Psidium guajava. Braz. arch. biol. technol.  
48(3):429-423.  

Seo, EK., Kim, NC., Mi, Q., Chai, H., Wall, ME., Wani, 
MC., Navarro, HA., Burgess, JP., Graham, JG., 
Cerbieses, F., Tan, GT., Farnsworth, NR., Pezzuto, JM. 
and Kinghorn, D.  2001.  Two Cytotoxic Compounds 
from the Stem of Machaerium aristulatum. J. Nat. Prod. 
64:1483-1488. 

Skehan, P., Storeng, R., Scudiero, D., Monks, A., 
McMahon, J., Vistica, D., Warren, JT., Bokesch, H., 
Kenney, S. and Boyd. MR. 1990. New colorimetric 
cytotoxicity assay for anticancer-drug screening.  J. Natl. 
Cancer Inst. 82:1107- 1110. 

Stenhagen, E., Abrahamsson, S. and McLafferty, FW. 
1970. Atlas of Mass Spectral Data. John Wiley and sons, 
New York, USA.  

Suchiya, H., Sato, M., Miyazaki, T., Fujiwara, S., 
Tanigaki, S., Ohyama, M., Tanaka, T. and Iinuma, M. 
1996. Comparative study on the antibacterial activity of 
phytochemical flavanones against methicillin-resistant 
Staphylococcus aureus. J. Ethnopharmacol. 50:27-31. 

Vogel, AI. 1961. Practical Organic Chemistry, (3rd 
edition). Longmans Private LTD, Calcutta, Bombay, 
Madras, India. 

Waage, SK., Hedin, PA. and Grimley, E. 1984. A 
biologically active procyanidin from Machaerium 
floribundum. Phytochemistry. 23(12):2785-2788.  

Wilkins, TD., Holdeman, JJ., Abramson, IJ. and Moore, 
WEC.  1972. Standardized single-disc method for 
antibiotic susceptibility testing of anaerobic bacteria. 
Antimicrob Agents Chemother. I.  1(6):451-455. 

Yamaguchi, K. 1970. Spectral Data of Natural 
Compounds. Elservier Publishing Co., New York, USA.  

Yayli, N., Guleç, C., Úçűncű, OS., Yaşar, A., Ulker, S., 
Coşkunçelebi, K. and Terzioğlu, S.  2006. Composition 
and antimicrobial activities of volatile components of 
Minuartia meyeri. Turk. J. Chem. 30:71-74. 

Yff, BTS., Lindsey, KL., Taylor, MB., Erasmus, DG. and 
Jager, AK.  2002. Pharmacological screening of 
Pentanisia prunelloides and isolation of the anti-bacterial 
compound palmitic acid.  J. Ethnopharmacol. 79:101-109.  



SENRA Academic Publishers, Burnaby, British Columbia  
Vol. 3, No. 1, pp. 669-673, 2009 
ISSN: 1715-9997 
 

1

OSMOTIC STRESS IN THE CYANOBACTERIUM NOSTOC MUSCORUM 
OVERCOME BY THE ACCUMULATION OF PROLINE 

 
Rajesh Kumar Kachouli1, Rakesh Maithil2, Sachin Dubey1, Vipin Kaithwas1,  

Vinod Krishna Sethi2 and *Santosh Bhargava1 
1Division of Microbiology, Department of Botany, Government Motilal Science College, Bhopal 462003  

2School of Biotechnology, Rajiv Gandhi Technological University, Gandhi Nagar, Bhopal 462038 (MP) India 
 

ABSTRACT  
 

Growth and percent survival in the cyanobacterium Nostoc muscorum severely inhibited, when challenged with salinity 
(NaCl) and osmotic (sucrose) stresses. The spontaneously occurring NaCl-R and sucrose-R (Su-R) mutant clones were 
examined with regards to their cross-resistant relationships. The NaCl-R mutant when challenged with salinity and 
osmotic stresses simultaneously showing cross-resistance with the sucrose stress. In contrast, the Su-R mutant showing 
resistant only to osmotic stress and was salinity sensitive. The physiological response towards osmotic stress in both the 
mutant clones was the over-production of proline. The ionic component of the salinity stress in the NaCl-R mutant was 
overcome by the Na+-efflux. The Su-R mutant clones missing Na+ efflux mechanism, consequently, they became salt 
sensitive. These findings highlight that the organic osmolyte strategy in N. muscorum assured osmotic resistance. 
 
Keywords: Cyanobacterium, intracellular proline, Nostoc muscorum, osmotic stress, salinity stress. 

 
INTRODUCTION 
 
Cyanobacteria are prokaryotic, photoautotroph growing 
and multiplying luxuriantly in natural and agricultural 
ecosystems, despite facing substantial fluctuation in the 
range of environmental conditions including salinity and 
osmotic stresses. They exhibit photo-assimilation of 
nitrogen, CO2 and contribute to O2 production. Some of 
the cyanobacterial forms are the progenitor of chloroplast 
evolution in eukaryotes through the process of 
endosymbiosis. Therefore, they are considered as 
evolutionarily the most important group of organisms 
(Douglas, 1994). Saline soil creates ionic stress as well as 
osmotic stress and inhibiting microbial and crop 
productivity by creating water stress and Na+ toxicity. 
Therefore, the microorganisms that thrive in such stressful 
habitat alter their physiology to cope up with the changing 
environment. The ionic component of the stress factor is 
readily overcome by the Na+/H+ antiporter activity (Inaba 
et al., 2001; Elanskaya et al., 2002; Waditee et al., 2002). 
The cytoplasmic osmotic potential is balanced either by 
accumulation or by synthesis of compatible solutes 
(Csonka, 1989; Alia and Gahiza, 2007). The synthesis of 
compatible solutes is usually regulated by the 
cyanobacterial habitat. The fresh water cyanobacterial 
strains were found to be least tolerant and are known to 
produce sucrose, trehalose and proline as compatible 
solutes (Hagemann et al., 1996; Singh et al., 1996). The 
moderately halotolerant cyanobacteria produces glucosyl-
glycerol as organic osmolyte for such adaptation (Borges 
et al., 2002; Hincha and Hagemann, 2004; Marin et al.,  
2006).  
 

In comparison, hyper saline cyanobacterial strains are 
known to produce glycine-betaine as compatible solutes 
(Warr et al., 1988).  
 
The present study indicates that different biochemical 
mechanism operate to remove ionic (salinity) and non-
ionic (osmotic) stresses in the N. muscorum. The ionic 
stress is overcome by Na+ export and osmotic stress by 
the synthesis of low molecular weight organic compatible 
solute i.e. proline. 
 
MATERIALS AND METHODS 
 
The Nostoc muscorum used in the present study was a 
fresh water, filamentous, nitrogen fixing (diazotroph), 
heterocystous cyanobacterium. It was grown axenically in 
Chu No. 10 (Gerloff et al., 1950) at 28 ± 2oC and 
illuminated with fluorescent tubes having a photon 
fluence rate of 50 µmol m-2 s-1 with 16/8 h light/dark 
cycle. The culture medium was buffered to pH 7.5 with 
10 mol m-3 HEPES-NaOH. 
 
Salt and osmotic concentrations were adjusted by adding 
100 mol m-3 NaCl and 250 mol m-3 sucrose to the 
diazotrophic growth medium. Such diazotrophically 
grown cultures were periodically examined (3, 6, 9, 12 
hours) for their respective characteristics.   
 
NaCl at the concentration of 100 mol m-3 and sucrose at 
the concentration of 250 mol m-3 were found lethal to the 
diazotrophic growth of the cyanobacterium N. muscorum. 
NaCl-Resistant (NaCl-R) and Sucrose-Resistant (Su-R) 
mutants of the cyanobacterium were isolated by plating 
2.5-3.0×107 colony forming units (CFUs) on diazotrophic 
growth medium containing 100 mol m-3 NaCl and 250  *Corresponding author email:santoshbhargava@hotmail.com
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mol m-3 sucrose. The spontaneously occurring mutant 
clones were checked for their stability by the method 
described previously (Bhargava and Singh, 2006). 
 
For the measurement of Na+ efflux cyanobacterial strains 
were Na+ starved by growing them in diazotrophic growth 
medium lacking Na+ for 72 hours. The cyanobacterial 
strains were centrifuged, washed and resuspended in 
DH2O buffered by 10 mol m-3 HEPES-NaOH at pH 7.5. 
Cultures were incubated for 30 min at 28 ± 2oC under 
continuous light at a photon fluence rate of 50 µmol m-2 s-1. 
NaCl at a concentration of 5 mol m-3 was added to the 
incubation mixture. The amount of Na+ present in the 
buffer was measured with the help of Flame Photometer. 
 
Estimation of growth, percent survival, chlorophyll a 
(Mackinney, 1941), protein (Lowry et al., 1951) 
nitrogenase activity, intracellular proline contents and 
proline oxidase activity was done as described previously 
(Bhargava and Singh, 2006).  
 
RESULTS 
 
NaCl-R mutant and Su-R mutant clones reported here 
arose with a mutational frequency of 0.6 ∼ 0.8 × 10-7 
suggesting that the resulting mutant phenotype is a 
product of point mutation in the chromosomal genes. The 
physiological response of N. muscorum and its 
spontaneously occurring NaCl-R and Su-R mutant clones 
were compared under NaCl stress and sucrose stress 
conditions. The percent survival decreases with the 
increasing time of stress exposure. A dose of 100 mol m-3 
NaCl and 250 mol m-3 sucrose for 12 hours completely 
inhibit the growth of the wild type strain (Fig. 1). 
 
A comparison of percent survival of the Su-R mutant 
under NaCl and sucrose stresses was done. The 
observation indicates that Su-R mutant clones were 
showing resistance only to sucrose stress. On further 
examination Su-R mutant clones were found to be 
sensitive to NaCl stress (Fig. 2). The NaCl-R mutant 
clones were compared for their percent survival in the 
diazotrophic growth medium containing 100 mol m-3 
NaCl and 250 mol m-3 sucrose. The results (data not 

shown) suggested that NaCl-R mutant clones exhibited 
almost complete resistance to growth inhibitory action of 
100 mol m-3 NaCl and 250 mol m-3 sucrose.  

Fig. 1
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Fig.  1. Percent survival of the wild type N. muscorum 
challenged with NaCl stress (—) and under sucrose (---) 
stress conditions under diazotrophic growth condition.   
Each reading is an average (±SEM) of three independent 
experimental determinations. 

Fig. 2
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Fig.  2. Percent survival of the sucrose-R mutant clones 
challenged with NaCl stress (—) and sucrose stress (---) 
conditions under diazotrophic growth condition.  
 

Table 1. Growth (OD change at 663nm), heterocyst frequency (HF %), nitrogenase activity (m mol C2H4 formed g-1 
Chl a h-1) and proline oxidase activity (m mol proline oxidized g-1 Chl a h-1) of the N. muscorum and its various 
mutant clones. 
 

Parameters Wild type NaCl-R Sucrose-R 
Growth 0.82 ± 0.08 0.78 ± 0.07 0.80 ± 0.08 
HF% 7-8 7-8 7-8 
Nitrogenase activity 12.28 ± 0.78 11.15 ± 0.81 11.54 ± 0.79 
Proline oxidase activity 2.56 ± 0.14 0-0 0-0 

 

Non-heterocystous NH4
+ grown cultures were source of inoculum for the experiments. Such cultures were grown for six days in 

diazotrophic growth medium and then used for estimation of their characteristics. 
Each reading is an average (±SEM) of three independent experimental determinations. 
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Each reading is an average (±SEM) of three independent 
experimental determinations. 
 
Further experiments were done to compare various 
mutant clones with its wild type in respect to 
photoautotrophic growth, heterocyst frequency, 
nitrogenase activity, proline oxidase activity, intracellular 
proline contents and Na+ uptake. The results as shown in 
the table 1 suggested that mutant strains showed almost 
similar level of photoautotrophic growth, heterocyst 
frequency and nitrogenase activity in the diazotrophic 
medium. The wild type strains did not produce heterocyst 
and nitrogenase activity in the growth medium containing 
1 mol m-3 proline suggested that N. muscorum is capable 
of assimilating proline as a nitrogen source and its 
mutation to NaCl-R and Su-R phenotypes have resulted in 
loss of this ability. Thus it can be concluded that mutant 
clones have lost genetically proline repression control of 
heterocyst and nitrogenase activity. Further analysis in 
respect of proline catabolizing enzyme i.e., proline 
oxidase revealed the presence of this enzyme in the wild 
type and its absence in the mutant clones. Consequently, 
mutation to resistant phenotype resulted in over-
production of proline and acquisition of osmotic 
resistance in the cyanobacterium.       
 

Fig. 3
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Fig. 3. Effects of salinity stress on intracellular contents 
of proline in the wild type N. muscorum (blank bars) and 
its NaCl-R (check bars) and sucrose-R (dark bars) mutant 
clones. 
Each reading is an average (±SEM) of three independent 
experimental determinations. 
 
The additional noteworthy characteristic of mutant clones 
(NaCl-R and Su-R) were its higher contents of the proline 
than that found in the wild type. In addition the proline 
contents of the NaCl-R mutant showed slight rise when 
stressed with NaCl (Fig. 3) or sucrose (Fig. 4). In 
comparison wild type with or without stress has not 
exhibit any variation in its proline contents. Similarly Su-
R mutant was found similar to the wild type in 
intracellular proline contents under NaCl stress. 
 
The pattern of Na+-uptake was also examined in the wild 
type and in the NaCl-R and Su-R mutant strains. The 

results as shown in the figure 3 indicates that Na+ uptake 
pattern in the wild type and its Su-R mutant was more 
pronounced as compared to the NaCl-R mutant. This 
observation suggested that Na+ uptake pattern in the Su-R 
mutant remained unaltered, while the acquision of NaCl-
R phenotype mitigates the Na+ entry. 
 

Fig. 4
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Fig. 4. Effects of osmotic stress on intracellular contents 
of proline in the wild type N. muscorum (blank bars) and 
its NaCl-R (check bars) and sucrose-R (dark bars) mutant 
clones. 
Each reading is an average (±SEM) of three independent 
experimental determinations. 
 

Fig. 5
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Fig.  5. Na+ efflux pattern in the wild type N. muscorum 
(blank bars) and its NaCl-R (check bars) and sucrose-R 
mutant strains (dark bars). 
Each reading is an average (±SEM) of three independent 
experimental determinations. 
 
DISCUSSION 
 
The physiological impact of salt and osmotic stresses has 
been analyzed in the N. muscorum and its spontaneously 
occurring mutant clones resistant to growth inhibitory 
action of salt and sucrose. NaCl-R mutant and Su-R 
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mutant were also analyzed for cross-resistant relationship 
with salt and osmotic stress. The NaCl-R mutant clones 
show cross relationship with osmotic stress, therefore, we 
suggest that mutation to NaCl-R phenotype may involve 
two different kinds of mutation one leading to ionic stress 
and another leading to osmotic stress components. On the 
contrary Su-R mutant clones showing resistant to sucrose 
stress only and are NaCl sensitive. Therefore, it can be 
concluded that Su-R phenotype involves mutation only in 
osmotic stress component. 
 
Wild type N. muscorum and its mutant clones differ in a 
most noticeable way with regards to their intracellular 
proline contents. Wild type with or without stress has not 
exhibit any variation in its proline contents. In 
comparison NaCl-R and Su-R mutant exhibit manifold 
higher intracellular proline contents under normal growth 
condition. Since sucrose-R phenotype is not found cross-
resistance to NaCl stress while having high intracellular 
proline contents the obvious cause for lack of cross-
resistance of NaCl in Su-R mutant seem to be the efflux 
mechanisms which might have remain unaltered in the 
sucrose-R mutant clones. 
 
The common molecular component in NaCl-R and Su-R 
mutants is high intracellular levels of proline. This 
common molecular phenotype correlates well with the 
physiological phenotype of osmo resistance (Mikkat et 
al., 1996; Marin et al., 1998; Marin et al., 2006). We may 
conclude that intracellular accumulation of proline is the 
common cause of osmotic resistance in the mutant clones. 
Our observation regarding the compatible solute synthesis 
during osmotic stress is in agreement with results already 
published on Synechocystis (Marin et al., 2006). The two 
genes viz. putP and putA are known to involve in 
accumulation or synthesis of proline in bacterial systems 
(Csonka, 1989). Mutational inactivation of the putA gene 
inhibits the catabolism of proline therefore such strains 
are proline-overproducer. Our findings supported by the 
above fact because the mutant clones reported here are 
also proline overproducer. 
 
Singh et al. (1996) reported that enzyme proline oxidase 
is required to assimilate exogenous proline in the 
cyanobacterium N. muscorum. The mutants clones 
reported here missing proline oxidase activity, this could 
be the reason of proline over-production in the mutant 
clones. Similar findings were reported in bacterial 
systems by Dendinger and Brill (1970). 
 
The NaCl-R mutant reported here involved two mutations 
leading to resistant phenotype. The osmotic stress 
component is overcome by the synthesis of compatible 
solute i.e. proline and the ionic component by the active 
efflux of Na+. Our findings are quite in agreement with 
the previous reports regarding Na+ efflux mechanism in 
bacterial and cyanobacterial systems (Padan and 

Schuldiner, 1994; Blumwald et al., 1984; Apte et al., 
1987; Inaba et al., 2001; Elanskaya et al., 2002).  
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ABSTRACT 

 
In this paper, calculations of the phase velocity Vph of the dispersive nine-partial Rayleigh type waves (RTW9) were 
introduced in dependence on the kh (k is the wavenumber, and h is the layer thickness). The layered systems, consisting 
of a layer of Bi12SiO20 on a substrate of Bi12GeO20, and the reverse configurations were investigated. The calculated 
dispersion curves of the RTW9 lowest-order modes with both metallized and free surfaces have shown the existence of 
the non-dispersive nine-partial Zakharenko type waves (ZTW9) polarized like the Rayleigh waves. The non-dispersive 
ZTW9-waves split the RTW9 lowest-order modes into sub-modes with different dispersions, Vph > Vg and Vph < Vg, 
where Vg is the group velocity. The RTW9 phase velocity Vph is confined within a narrow Vph-range that can be 
convenient for some technical devices. Also, cubic crystals with strong piezoelectric effect can be used for different 
cubic-structure magnetoelectric devices. It was found that the coefficient of electromechanical coupling (CEMC) K2 for 
the RTW9 first type has its maximum value at kh ~ 5 for the structure Bi12SiO20/Bi12GeO20. The second type of RTW9-
waves was also studied, which can propagate only in the structure Bi12SiO20/Bi12GeO20, because there is the condition 
Vt(Bi12GeO20) > Vt(Bi12SiO20) for the speed Vt of the bulk transverse wave, Vt = [(C55/ρ)(1 + K0

2)]1/2 with 

1155
2
15

2
0 / εCeK = . It was also discussed the existence possibility of new supersonic surface waves with the in-plane 

polarization and Vph ~ Vl, where Vl represents the speed of the bulk longitudinal wave. Also, a calculation method with 
short computer program is described introducing the transverse and longitudinal dynamic CEMCs KDt and KDl. For 
comparison with [110] direction, the 200-x2-rotated direction was also studied concerning propagation of the first and 
second types of pure RTW9-waves. Here, the existence of RTW9 second type depends on the velocity equivalents of the 
layer and substrate, but not on the corresponding velocities Vt, and solutions for the Vph > Vt were also found. 
 
PACS: 51.40.+p, 62.65.+k, 68.35.Gy, 68.35.Iv, 68.60.Bs, 74.25.Ld 
 
Keywords: layered systems, piezoelectric cubic crystals, dispersive Rayleigh waves, non-dispersive Zakharenko waves. 
 
INTRODUCTION 
 
Studying the propagation of elastic waves, especially the 
surface acoustic wave (SAW), in layered piezoelectric 
media have been of great interest since films deposited on 
supporting substrates are generally a requisite for acoustic 
devices (Nayfeh, 1991). Typically, a layered structure 
consists of two layers of different materials. Some 
technical devices, for instance, dispersive delay lines 
(Lardat et al., 1971) using layered structures to support 
propagation of dispersive waves require choosing 
materials for both the layer and substrate, in order to have 
a large range for the phase velocity Vph in which 
dispersive waves can be confined. However, for some 
technical devices, a very narrow Vph-range for dispersive 
waves can be preferable (Shiosaki et al., 1980) 
demonstrating a weak dependence of the dispersive wave 
Vph on the non-dimensional value of kh, where k is the 
wavenumber in direction of wave propagation and h is the 
layer thickness. Also, (multi)-layered systems can be used 
for parameter optimization of technical devices, for 
example, see (Dvoesherstov et al., 2003). There is the 

famous and classical book (Dieulesaint and Royer, 1980) 
on elastic waves in solids and their applications to signal 
processing. Also, an additional literature on crucial 
applications of SAWs can be found in (Henaff et al., 
1982). 
 
This paper relates to the studying the so-called “pure” 
dispersive nine-partial Rayleigh type waves (RTW9) in 
the layered systems, consisting of strongly piezoelectric 
cubic crystals Bi12SiO20 and Bi12GeO20, accounting the 
piezoelectric effect. Particularly, the attention of this work 
is paid to other possibilities to find dispersive SAWs with 
the Rayleigh-wave polarization in addition to the well-
known surface Rayleigh waves (Rayleigh, 1885). It is 
thought that the two-layer systems using the crystals 
Bi12SiO20 and Bi12GeO20 can be readily manufactured. It 
is noted that over several hundred piezoelectric ceramics 
(composites) are known, for example, see (Pohanka and 
Smith, 1988). Today, they are widely used for different 
applications such as filters and sensors, as well as 
actuators and ultrasonic generators. Concerning 
fabrication of a structure consisting of two dissimilar 
crystals, a process called wafer bonding (Goesele and 

*Corresponding author email: aazaaz@inbox.ru 
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Tong, 1998; Alexe and Goesele, 2003) is commonly used 
in the semiconductor industry allowing two different 
materials to be rigidly and permanently bonded along a 
plane interface. 
 
In this paper, the RTW9-waves propagate in [110] 
direction for both materials as shown in figure 1. The so-
called work coordinate system {x1, x2, x3} in the Figure 
was obtained by 450-rotation around the Z-axis of the so-
called crystallographic coordinate system with the {X, Y, 
Z} axes corresponding to [100], [010], and [001] 
directions, respectively. It is noted that both the x1 and x3-
axes lie in the sagittal plane in Figure 1, and the x3-axis is 
perpendicular to the Figure plane, where the vector N is 
parallel to the surface normal, and the vector M is 
directed towards the propagation direction. The existence 
possibility of “pure” RTW6 and RTW9-waves was 
studied in the very famous works (Farnell and Adler, 
1972; Lardat et al., 1971). In the studied layered systems, 
a weak dependence Vph(kh) can occur with peculiarities 
such as the phenomenon called the non-dispersive 
Zakharenko type wave (ZTW) recently discovered in 
(Zakharenko, 2005a). The non-dispersive ZTW-wave can 
exist in complex systems, which possess dependence of 
the Vph on both the wavenumber k and the angular 
frequency ω. For example, the non-dispersive ZTW-
waves can split some higher-order modes of Lamb type 
waves in anisotropic plates (Anisimkin, 2004; Solie and 
Auld, 1973; Parygin et al., 2000) into several sub-modes 
(modes). It is noted that Anisimkin in 2004 has thought 
that higher-order modes of Lamb type waves possessing 
the non-dispersive ZTW-waves represent modes of new 
dispersive waves, because Lamb (type) waves are defined 
as dispersive waves. It is well-known that there are many 
types of dispersive waves polarized in the sagittal plane 
such as dispersive Rayleigh and Lamb type waves, as well 
as dispersive leaky Sezawa waves. The non-dispersive 
Stoneley type waves propagating at the interface of two 
solids can also have the “in-plane” polarization. Love 
type waves (Love, 1911) and surface Bleustein-Gulyaev 
(BG) type waves (Bleustein, 1968; Gulyaev, 1969) 
possess unique polarization perpendicular to the sagittal 
plane. However, the non-dispersive ZTW-waves 
representing extreme points of Vph(kh) can also split a 
mode of dispersive BG-waves (Liu et al., 2003). It is 
noted that the non-dispersive ZTW-waves were 
understood as corresponding dispersive waves in all 
papers before the work (Zakharenko, 2005a). 
 
Note that a dispersive mode can possess three non-
dispersive ZTW-waves that were schematically shown by 
Ivanov and Kessenikh (1987) for non-piezoelectric 
materials. Probably, their result shows how many non-
dispersive ZTW-waves can exist in the same mode of 
dispersive wave, omitting the fact that a lowest-order 
mode can split. Therefore, they introduced their results as 
being one dispersive mode, and their theory must be 

verified in experiments. It is thought that only structures 
with a relatively weak dependence Vph(kh) can possess 
non-dispersive ZTW-waves. It is thought that a layered 
system with the non-dispersive ZTW-waves could be 
used in technical devices instead of a monocrystal 
(several monocrystals). In addition, Zhang and Lu (2003) 
have also found that the lowest-order mode can split into 
several sub-modes that could be called the Zhang-Lu law. 
However, their result does not give information about 
where this splitting occurs and how many sub-modes can 
exist. 
 
Several layered systems are today well-known possessing 
a weak dependence Vph(kh) in the lowest-order mode of 
dispersive RTW-waves. Cubic crystals are crystals with 
zero temperature coefficients, and they can have strong 
piezoelectric coupling. However, transversely-isotropic 
crystals are widely studied in contrast to the cubic crystals 
studied in this paper. For example, there is a strong 
interest in the layered system, consisting of a weakly-
piezoelectric AlN-layer on a fused-quartz–substrate, for 
SAW-devices with a weak dependence Vph(kh), see 
(Volyansky et al., 1987; Bondarenko et al., 1983; 
Shiosaki et al., 1980; Tsubouchi and Mikoshiba, 1985). In 
the work of Volyansky et al. (1987) a calculation method 
was simplified omitting the piezoelectric effect, and a 
close correlation between theoretical calculations and 
experimental measurements of the Vph was obtained. A 
very interesting case was treated in the work of Solie 
(1971) for the layered system, consisting of a fused-
quartz–layer on a (YZ)-LiNbO3–substrate. In the case by 
Solie (1971), the first sub-mode is also confined in a 
narrow Vph-range ~ 3 ms–1 at small values of kh, and the 
next sub-modes are confined in larger Vph-ranges 
interrupting within the kh-range: 1.2 < kh < 3.35. The 
layered system, consisting of a ZnO-layer on a weakly-
piezoelectric GaAs-substrate, is also interesting because it 
is possible to monolithically integrate such SAW-devices 
with GaAs-electronics. The lowest-order mode with no 
shorting plane for that layered system was recently 
calculated in (Zhang et al., 2001). Here, the Vph-range is 
more than 300 ms–1 for the second sub-mode and smaller 
than 2.5 ms–1 for the first sub-mode with Vg > Vph at small 
values of kh. Schmidt and Voltmer (1969) have shown the 
lowest-order mode for the two-layer structure, consisting 
of a piezoelectric CdS-layer on a fused-quartz–substrate, 
where there is a relatively large dependence Vph(kh). The 
same Vph(kh) was found in (Nakamura and Hanaoka, 
1993) by studying the layered system, consisting of a 
ZnO-layer on a 1280-rotated Y-cut LiNbO3-substrate. In 
both latter cases, the peculiarities were not found in the 
RTW9 lowest-order mode. In the layered system, 
consisting of the isotropic silicon–layer on the ZnO-
substrate treated in (Farnell, 1978) the Vph of dispersive 
RTW-wave is confined between the RTW-wave for the 
ZnO-substrate and the corresponding bulk transverse 
waves for the substrate, because the latter is the Vph upper 
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limit. The next section describes theory of propagation of 
dispersive waves with the in-plane polarization. The third 
section describes different boundary conditions. Results 
and discussions are written in the fourth section. The fifth 
section discusses the other possibilities of finding waves 
with the in-plane polarization in addition to the dispersive 
Rayleigh type waves. For comparison with [110] 
direction, the sixth section describes theoretical results of 
studying in-plane polarized waves in more complicated 
case of monoclinic symmetry material constants when the 
theory of section 2 cannot be used.  
 
THEORY 
In different layered structures, consisting of piezoelectric 
materials, propagation equations are written, according to 
(Farnell and Adler, 1972; Lardat et al., 1971), with 
components of both the mechanic displacements Ui and 
the electric field EJ. The constitutive equations for a 
piezoelectric material can be expressed in terms of the 
strains and the electric field. Strains are related to 
mechanic displacements: τij = (Ui,j + Uj,i)/2 (Lyamov, 
1983). The governing mechanical equilibrium is STij,j = 0, 
and the governing electrostatic equilibrium is Di,i = 0, 
where STij and Di are the stress tensor and electric 
displacement components, respectively. The comma 
denotes coordinate differentiation with respect to xi. Each 
medium possesses the elastic Cpqrw and piezoelectric epqr 
coefficients, the dielectric constants εpq, and the medium 
density ρ. Because dispersive Rayleigh-polarized waves 
are treated in this paper, only two components of the 
mechanical displacements, U1 along the x1-axis and U3 
along the x3-axis in Figure 1, are used which lie in the 
sagittal plane. The components U1 and U3 as well as the 
components E1 and E3 can be written in view of plane 
waves: 
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where k1 and k3 are components of the wavevector Ks 
along the x1-axis and the x3-axis, respectively, and ω and t 
are the cycle frequency and time; j = (–1)1/2. U0

1,3 and 
E0

1,3 are initial amplitudes. The electric field EJ is defined 
by the electric potential φ: EJ = – ∂φ/∂ xJ, J = 1, 2, 3. 
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O [110]

layer 
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x3 

x1

M 

N 
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Fig. 1. The propagation direction in the layered system, 
where the vectors N and M are directed along the surface 
normal and propagation direction, respectively. Here the 
so-called work coordinate system {x1, x2, x3} is used, 
where the x2-axis is perpendicular to the Figure plane and 
the sagittal plane (x1Ox3). 

The piezoelectromechanical waves with polarization in 
the sagittal plane can propagate in a piezoelectric medium 
when the sagittal plane coincides with the symmetry plane 
of the medium, according to (Farnell and Adler, 1972; 
Lardat et al., 1971). In such propagation directions, for 
example, [110] propagation direction for cubic crystals, 
there are the following zero GLrw-components in the 
Green-Christoffel (GL) equation, (GLrw – δrwρVph)Ur = 0 
(Farnell and Adler, 1972; Farnell, 1978; Lyamov, 1983): 
GL21 = GL12 = GL32 = GL23 = GL24 = GL42 = 0. In the 
GL-equation, r and w run from 1 to 4, δrw is the 
Kronecker delta for r < 4 and w < 4, δrw = 0 for r ≠ w and 
δ44 = 0, Ur = {U1, U2, U3, φ}. Vph is the phase velocity, Vph 
= ω/k, where k is the wavenumber in direction of wave 
propagation. Therefore, the following equations can be 
written for the in-plane polarized waves: 
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In equation (2), C11 ≠ C33, C55, and C13 are the 
corresponding non-zero components of the elasticity 
tensor (Voigt notation). e15 = e31 and ε11 = ε33 are the non-
zero piezoelectric and dielectric constants, respectively. It 
is noted that for cubic crystals in [110] propagation 
direction there is the following relationship between the 
elastic constants C11 and C33: C11 = C55 + (C33 + C13)/2 
(Stoneley, 1955; Tursunov, 1967). Also, in Eq. (2) there 
are Al

2
 = 1 – (Vph/Vl)2 and At

2
 = 1 – (Vph/Vt5)2. Vl = 

[C11/ρ]1/2 and Vt5 = [C55/ρ]1/2 are the so-called velocity 
equivalents for [110] direction. However, they are the 
speeds of the bulk longitudinal and transverse waves for 
[100] direction, respectively. For [110] direction, the 
speed Vt of the bulk transverse wave is equal to Vt = 
[(C55/ρ)(1 + K0

2)]1/2, and the bulk longitudinal wave 
propagates with the speed Vl3 = [C33/ρ]1/2. K0

2 is called the 
static coefficient of electromechanical coupling (CEMC): 

1155
2
15

2
0 / εCeK = . However, in the case of C11 = C33, for 

example, in [100] propagation direction of cubic crystals 
(Zakharenko, 2005a) there is Vl3 = Vl. Also, many non-
cubic acoustic crystals with C11 ~ C33 can be readily found 
in (Landolt-Boernstein Int. Tables, 1985; Blistanov et al., 
1982). 
 
For definition, the non-dimensional complex component 
n3 is n3 = k3/k, and there are n1 = 1 and n2 = 0 in Eq. (2). 
For piezoelectric cubic crystals, the material constants in 
[100] direction {(C11 = C22 = C33, C12 = C13 = C23, C44 = 
C55 = C66); (e14 = e25 = e36); (ε11 = ε22 = ε33); ρ; (VL, VFT = 
VST, VRTW6)} transform into the following material 
constants in [110] direction {(C11 = C22, C33, C12, C13 = 
C23, C44 = C55, C66); (e15 = e31 = – e32 = – e24); (ε11 = ε22 = 
ε33); ρ; (VL, VFT, VST, VRTW9)}, where VL, VFT , and VST 
represent the speeds of the bulk longitudinal, fast, and 
slow transverse waves, respectively: VFT = (C66/ρ)1/2 and 
VST = [(C55/ρ)(1 + K0

2)]1/2. The material constants for the 
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cubic crystals Bi12SiO20 and Bi12GeO20 are given in table 
1 for both propagation directions. 
 
For convenience, the corresponding determinant for the 
determination of the complex component n3 can be 
transformed from Eq. (2) into the following view, after 
some transformations: 
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with m = n3
2 and )(1 55

2
0 CKa = . 

Expanding the determinant (3), the secular equation is 
obtained representing a sixth order polynomial for 
determination of the eigenvalues n3

(N), where the index N 
runs from 1 to 6. After some transformations, the obtained 
polynomial from (3) can be shown as follows: 
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The coefficients A, B, and C in (5) consist of both the 
corresponding elastic anisotropy terms and the 
corresponding terms K0

2, KDt, and KDl coupled with the 
piezoelectricity influence. The elastic constants are 
combined in the anisotropy term C2 (Zakharenko, 2005a; 
Zakharenko, 2006) which appears in the square brackets 
of the coefficients A and B in (5) and has the following 
view for the studied direction: 

Table 1. The characteristics for Bi12SiO20 and Bi12GeO20. The piezoelectric e14 and dielectric ε11 material constants are 
the same in both propagation directions. The corresponding elastic constants Cij are given in [N/m2] ×1010 and all the 
velocities are in [m/s]. 
 

[100] propagation direction 
Material ρ, 

[kg/m3] 
C11 C12 C44 e14, 

[C/m2] 
ε11, 10–10 

[F/m] 
Vt Vl VRTW2 

Bi12SiO20 9070 12.962 2.985 2.451 1.122 3.63735 1643.87 3780.35 1606.08 
Bi12GeO20 9200 12.852 2.934 2.562 0.983 3.336 1668.77 3737.59 1626.11 

[110] propagation direction 
Material C11 C33 C13 C55 C66 Vl VST VFT VRTW3 
Bi12SiO20 10.4245 12.962 2.985 2.451 4.9885 3390.19 1756.10 2345.21 1681.50 
Bi12GeO20 10.455 12.852 2.934 2.562 4.959 3371.07 1760.58 2321.68 1683.78 

 
Table 2. The non-dimensional anisotropy term C2 and the velocities Vt, Vl, and Vth for the piezoelectric cubic crystals 
in [100] propagation direction of (001) cut, in which Rayleigh-polarized waves do not coupled with the electric 
potential. 
 

Elastic constants Cij, 1010 
[N/m2]  

No 
Cubic 
crystal 

Structure 
type 

Density 
ρ 

[kg/m3] C11 C44 C12 

Anisotrop
y factor η 

Anisotrop
y term C2 

Velocity 
Vt [m/s] 

Velocity 
Vl [m/s] 

Velocity Vth

[m/s] 

Piezoelectric class 23 
1. NaClO3 NaClO3 2490 4.887 1.173 1.675 0.73 0.99 2170 4430 3370 
2. NaBrO3 NaClO3 3330 5.708 1.525 1.695 0.76 0.82 2140 4140 3192 

Piezoelectric class ⎯43m 
3. GaP ZnS 4301 14.110 6.260 7.030 1.77 – 1.30 3815 5728 2657 
4. GaAs ZnS 5316 11.810 5.940 5.320 1.83 – 1.32 3343 4713 2249 
5. β-ZnS ZnS 4091 10.460 4.610 4.640 1.58 – 1.07 3310 4897 2645 
6. ZnSe ZnS 5264 8.720 3.920 5.240 2.25 – 1.78 2729 4070 1063 
7. InSb ZnS 5790 6.720 3.040 3.670 1.99 – 1.54 2291 3407 1289 
8. CuCl ZnS 3530 4.500 1.342 3.711 3.40 – 2.58 1950 3570 i1303 
9. CuBr ZnS 4720 4.624 1.413 3.512 2.54 – 2.13 1730 3130 i546 
10. ZnTe ZnS 5636 7.130 3.120 4.070 2.04 – 1.60 2353 3557 1241 
11. CdTe ZnS 5849 5.351 1.994 3.681 2.39 – 1.93 1846 3025 417 
12. Tl3TaS4 - 6790 4.910 0.320 1.130 0.17    12.07   687 2689 2497 
13. Tl3TaSe4 - 7280 4.190 0.410 1.400 0.29  6.41   751 2399 2078 
14. Bi4(GeO4)3 eulytine 7120 11.580 4.360 2.700 0.98    0.03 2475 4033 3006 
15. Bi4(SiO4)3 eulytine 6800 13.570 5.180 2.270 0.92    0.21 2760 4467 3491 
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It is noted that the C2 in Eq. (6) is a universal non-
dimensional crystal characteristics, which can be suitable 
for all crystal symmetries, except the triclinic and 
monoclinic symmetries. However, for a particular case of 
C15, C35 << C55, C13, C11, and C33, the C2 is also suitable 
for the symmetries.  
 
The corresponding piezoelectric parts in (5) coupled with 
the static CEMC K0

2 are as follows: (4K0
2) or (1 + 4K0

2) 
in the coefficient A, the so-called dynamic CEMCs KDt 
and KDl in the coefficients B and C, respectively. The 
introduced non-dimensional characteristics KDt and KDl 
depend on both the cubic crystal anisotropy and the Vph: 
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It is clearly seen that the dynamic CEMC KDt depends 
only on the speed Vt5 of the corresponding bulk transverse 
wave. However, the dynamic CEMC KDl depends only on 
the speed Vl of the bulk longitudinal wave. Therefore, 
they can be called as transverse and longitudinal dynamic 
CEMCs, respectively. For dispersive waves, the Vph 
depends on the layer thickness kh, and hence, the KDt and 
KDl will also depend on the kh. The KDt originates from its 
value of K0

2(C55 – 4C13)/C33 at Vph = 0 and goes to its 
value of – K0

2(4C13 + 3C55)/C33 at Vph = Vt5. On the other 
hand, the KDl has its maximum value of K0

2C11/C33 at Vph 
= 0 and equals to zero at Vph = Vl. Both the dynamic 
CEMCs go to – ∞ with Vph → + ∞. Also, it is natural to 
note in Eq. (5) the following terms coupled with the cubic 
crystal anisotropy: 
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Figure 2 shows both the coefficients A0 and B0 as well as 
the KDt and KDl for the crystals Bi12SiO20, Bi12GeO20, and 
Bi12TiO20 in [110] propagation direction. Figure 2 clearly 
shows that values of the A0 and B0 can be one order 
greater than values of the KDt and KDl. It is noted that the 

anisotropy terms C2(Bi12SiO20) ~ 1.71, C2(Bi12GeO20) ~ 
1.55, and C2(Bi12TiO20) ~ 1.75 in [110] direction are 
significantly smaller than those in [100] direction, in 
which they represent the maximum possible C2 of suitable 
propagation directions: C2(Bi12SiO20) ~ 2.55, 
C2(Bi12GeO20) ~ 2.30, and C2(Bi12TiO20) ~ 2.64. Also, the 
threshold velocities Vth (Zakharenko, 2006) for the cubic 
crystals studied in Figure 2 are as follows: Vth(Bi12SiO20) 
~ 2826 m/s, Vth(Bi12GeO20) ~ 2795 m/s, and 
Vth(Bi12TiO20) ~ 2617 m/s. For comparison, the threshold 
velocities Vth for (001) [100] direction are: Vth(Bi12SiO20) 
~ 3216 m/s and Vth(Bi12GeO20) ~ 3160 m/s. Some 
piezoelectric acoustic crystals are listed in Table 2, in 
which the unique cubic crystals Tl3TaS4 and Tl3TaSe4 of 
the Chalcogenide family have very great values of C2. 
 
Using the crystal characteristics of Eqs. (7) and (8), Eq. 
(4) can be rewritten as follows: 
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After some transformations of Eq. (9), one can get the 
following equation 
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It is clearly seen in Eq. (10) that for a weak piezoelectrics 
K0

2 → 0 (K0
2 = 0 and KDl = KDt = 0) there is  

( )( ) 01 00
2 =+++ BmAmm    (11) 

The first factor in (11) represents equation corresponding 
to the pure electric potential wave: 

j2,1
3 ±=n      (12) 

The second gives the following four roots: 

( )
2/1

2/1
0

2
00

6,5,4,3
3 4

2
1

2
1

⎥⎦
⎤

⎢⎣
⎡ −±−±= BAAn   (13) 

which correlate with the roots of (Zakharenko, 2006) for 
(001) [110] propagation direction in non-piezoelectrics 
(Z-cut-X-direction in the crystallographic coordinate 
system).  
 
Introducing the new function y = m + A/3, polynomial (4) 
can be rewritten to the following view y3 + 3py + 2q = 0, 
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Fig.  2. The dynamic characteristics in [110] propagation direction for Bi12SiO20 (thin lines), Bi12GeO20 (normal), and 
Bi12TiO20 (thick): (a) KDt and KDl from Eq. (7), where there is KDl(Vph = Vl) = 0 and KDt < KDl; (b) the coefficients A0 
and B0 from Eq. (8), where there is A0(Vph = Vth) = 0 and B0(Vph = Vt and Vph = Vl) = 0. 
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for which the Cardano’s formula can be applied, for 
instance, see the reference-book (Bronstein and 
Semendyaev, 2000). The coefficients q and p are defined 
as follows: q = (A/3)3 – (B/2)(A/3) + C/2 and p = B/3 – 
(A/3)2. Three roots y1,2,3 depend on sign of the 
discriminant D, D = q2 + p3. If the D is negative due to p 
< 0, there are all three real roots. However, in the case of 
D > 0 there are one real and two imaginary roots. Also, if 
the coefficient C in (4) is positive, the real root is 
negative. It is clearly seen from (5) and (7) that the 
coefficient C can be positive both below the speed Vt and 
above the speed Vl. In addition, the coefficients A and B in 
(4) could be positive above the speed Vl for some cubic 
crystals with unique anisotropy properties, namely with a 
“gigantic” positive anisotropy term C2 that was studied in 
(Zakharenko, 2006). It is noted that the anisotropy term 
C2 can be both positive and negative, depending on the 
elastic constants. Therefore, there is a possibility to exist 
for the other type of surface waves polarized in the 
sagittal plane above the Vl, depending on both the crystal 
anisotropy and piezoelectric effect. For these waves, all 
complex/imaginary roots there are for polynomial (4). For 
the case of two real and four complex roots, there is also 
an existence possibility of in-plane polarized leaky waves 
with the Vph > Vt. 
 
Therefore, all six roots of polynomial (4) are as follows: 

3,2,1
6,5,4,3,2,1

3 3/ yAn +−±=    (14) 

 
According to (Bronstein and Semendyaev, 2000), three 
roots y1,2,3 are functions of values of w1 and w2, as well as 
of the roots 2/3j2/12,1 ±−=α  of the square 
equation x2 + x + 1 = 0: 
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It is noted that all three roots y1,2,3 can be also found using 
the well-known Cardano’s formula in the following view: 
y1,2,3 = ξ – p/ξ with ξ = [– q + sqrt(q2 + p3)]1/3. 
 
For each eigenvalue n3

(N) there is the corresponding so-
called eigenvector (U1

(N), U3
(N), φ(N)): 
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In addition, the components U1

(N) and U3
(N) can be also 

found from the first equation in (2) as follows: 
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which are equivalent, using Eq. (2). It is clearly seen in 
the latter equations that U1

(N) is imaginary, and U3
(N) is 

real depending on an imaginary n3
(N) that results in real 

φ(N). On the other hand, U1
(N) and U3

(N) can be real and 
imaginary, respectively, resulting in imaginary φ(N), if the 
second equation in (2) is treated. It is also noted that U1

(N) 
or U3

(N) can be chosen to be equal to unity for simplicity. 
The eigenvalues n3

(N) with negative imaginary part and 
the corresponding eigenvector components u1

(N) = U1
(N), 

u3
(N) = U3

(N), and u4
(N) = φ(N) are shown in Figure 3 for 

Bi12SiO20 and Bi12GeO20. Note that the n3
(3) is zero at Vph 

= Vt. 
 
All six eigenvalues n3

(N) in (14) must be taken for a layer, 
while only eigenvalues n3

(N) with negative imaginary part 
are left for a substrate, in order to have wave damping 
towards the depth of the substrate for the coordinate 
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Fig. 3. (a) The eigenvalues n3

(N) for Bi12SiO20 (thin lines) and Bi12GeO20 (normal lines), where there is n3
(1) > n3

(2) > 
n3

(3); and (b) the eigenvector components u1
(N), u3

(N), and u4
(N) = φ(N) for Bi12SiO20 (cycles) and Bi12GeO20 (rhombs). 
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system shown in figure 1. Therefore, the complete 
mechanic displacements and the complete electric 
potential can be written as: 

( )[ ]∑ −+=Σ

N

NNN txkxkUFU ω3
)(

311
)(

3,1
)(

3,1 jexp  

   
( )[ ]∑ −+=Σ

N

NNN txkxkF ωφφ 3
)(

311
)()( jexp  (18) 

where F(N) are the so-called weight coefficients, and the 
index N runs from 1 to 3 for a substrate and from 1 to 6 
for a layer. 
 
For the free space, the Laplace’s equation of type ∆φ = 0 
is written in the following view: ε0(k1

2 + k3
2)φ0 =0, where 

ε0 is the dielectric constant for the free space, ε0 = 
8.854×10–12 F/m. Because the wavevector component k1 
in the propagation direction is given the same in each 
medium (in a layer, a substrate and the free space), the 
electric potential for the free space is written as: φ0 = 
F(0)exp(– k1x3)exp[j(k1x1 – ωt)]. The φ0 should decrease 
with increase in the coordinate x3. The Vph of such 
Rayleigh-polarized waves should satisfy boundary 
conditions described in the next Section. Suitable Vph of 
dispersive waves are found when the boundary conditions 
determinant equals to zero. 
 
BOUNDARY CONDITIONS 
 
Now both the complete mechanic displacements and the 
complete electric potential of Eq. (18) are substituted in 
the equations of mechanical and electrical boundary 
conditions based on the following requirements at both 
the interface of two solids (at x3 = 0 in Fig. 1) and the free 
surface, x3 = h: 
1) continuity of the mechanic displacement U1 at x3 = 0 

(U1
S = U1

L) where  

∑=
)(

)(
1

)(
1

NS

NSNSS UFU  and ∑=
)(

)(
1

)(
1

NL

NLNLL UFU  (19) 

2) continuity of the mechanic displacement U3 at x3 = 0 
(U3

S = U3
L) where  

∑=
)(

)(
3

)(
3

NS

NSNSS UFU  and ∑=
)(

)(
3

)(
3

NL

NLNLL UFU  (20) 

3) continuity of the normal component ST31 of the stress 
tensor at x3 = 0 (ST31

S = ST31
L) where  
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31
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)(
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4) continuity of the normal component ST33 of the stress 
tensor at x3 = 0 (ST33

S = ST33
L) where  
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)(
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5) continuity of the normal component D3 of the electric 
displacements at x3 = 0 (D3

S = D3
L) where  

[ ] 
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)(
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)(
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NSNSSNSSNSS kUkeFD φε  
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6) continuity of the electric potential φ at x3 = 0 (φ S = φ 

L) where  

∑=
)(

)()(

NS

NSNSS F φφ  and ∑=
)(

)()(

NL

NLNLL F φφ   (24) 

7) equality to zero of the stress tensor component: ST31
L 

= 0 at x3 = h, where  
[ ] ( )hkkeUkUkCF NL
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NLLNLNLNLLNLL )(
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)(
31

)(
1

)(
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31 jexp)(ST ×++= ∑ φ

 (25) 
8) equality to zero of the stress tensor component: ST33

L 
= 0 at x3 = h, where  

[ ] ( ) jexpST )(
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)(
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9) continuity of the D3 at x3 = h (D3
L = D3

f) where  
[ ] ( ) jexp )(
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3 hkkUkeFD NL

NL

NLNLLNLLNLL ×−= ∑ φε  

( ) expj 1010
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10) continuity of the electric potential φ at x3 = h (φ L = φ 

f) where  
( ) jexp )(

3
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( )hkF ff
10

)0( exp −= φφ     (28) 
In the boundary conditions (19)–(28), the indices L and S 
refer to quantities relative to the layer and substrate, 
respectively, k1

L(N) = k1
S(N) = k1 = k. These equations form 

the equation set of ten homogeneous equations with 
unknown factors FL(N), FS(N), and F(0). Solutions for the Vph 
can be numerically obtained when the tenth-order 
boundary conditions determinant (BCD10), consisting of 
coefficients at the unknown factors, becomes zero. It is 
noted that BCD10 can be readily reduced to BCD9 for 
finding the RTW9 phase velocity because values of the φ 
and D3 can be taken to be not independent, for example, 
see (Farnell and Adler, 1972; Lardat et al., 1971; 
Ingebrigtsen, 1969). Once φ is given, a fixed value D3 is 
also given. Therefore, two boundary conditions (27) and 
(28) at the free surface can be written as single boundary 
condition for simplicity:  

[ ] ( ) jexp)j( )(
3

)(

)(
01

)(
333

)(
1131

)(
3 hkkkUkeFD NL

NL

NLNLLNLLNL ×−−= ∑ φεε  

  (29) 
To study the dispersive RTW9-waves is a complicated 
problem that can probably be solved numerically. It is 
noted that the boundary conditions (19)–(29) are changed 
for the so-called case of “shorted” surface. It is also noted 
that for weakly-piezoelectric materials there is e15 → 0 
(e15 = 0) that can result in appearance of two BCDs 
instead of BCD9 substituting e15 = 0 in Eq. (2). The first 
BCD6 of sixth-order gives the suitable Vph for the non-
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piezoelectric RTW6-waves, and the second BCD 
corresponds to the electric potential wave. In this case, 
Eq. (4) goes into Eq. (11), which together with roots (12) 
and (13) give eigenvectors of the following view (0, 0, 
φ(N)) and (U1

(N), U3
(N), 0). Also, a BCD6 of sixth-order can 

be formed from the boundary conditions (19)–(29) for 
finding the Vph of Rayleigh-polarized Stoneley type waves 
(STW6). However, such a BCD6 is not described in this 
Section to minimize the paper size, because non-
dispersive waves propagating at the interface of two 
infinite solids were not found in the studied case. 
 
Figure 4 shows behavior of determinants investigating 
both dispersive RTW9-waves and non-dispersive RTW3-
waves. Real parts of the BCD9 for Rayleigh-polarized 
surface waves are given in Figure 4a in the Vph-range: 0 < 
Vph < Vt. Both boundary conditions of free and shorted 
surfaces were studied for the layered system 
Bi12SiO20/Bi12GeO20 and the reverse configuration. The 
insertion in figure 4a shows solutions for the dispersive 
RTW9-waves, which are close to the corresponding 
speeds Vt for the crystals Bi12SiO20 and Bi12GeO20. Figure 
4b shows the BCD3 imaginary parts for finding surface 
wave solutions in single crystals Bi12SiO20 and Bi12GeO20 
for the Vph-range using free and shorted surfaces. The 
insertion in figure 4b gives the solutions of surface 
RTW3-waves. For comparison, the BCD6 behavior for 
finding the Stoneley type waves, which could be localized 
at the interface between the crystals Bi12SiO20 and 
Bi12GeO20, is also shown in Figure 4b. It is noted that the 
absolute values of BCD9 for surface wave investigations 
in the studied structures are ten orders greater than those 
of BCD3 for the investigations in monocrystals that 
makes an additional difficulty to study layered systems.  
 
NUMERICAL RESULTS AND DISCUSSIONS 
 
In this paper, the numerical results are introduced 
concerning calculations of the Vph of the dispersive 
RTW9-waves, accounting the piezoelectric effect for both 

the Bi12SiO20-layer and the Bi12GeO20-substrate in [110] 
direction for both media, in which the sagittal plane 
coincides with the symmetry plane of the media. For the 
numerical calculations, the elastic Cijkl, piezoelectric eijk, 
and dielectric εij material constants, and densities ρ of the 
treated media were taken from (Aleksandrov et al., 1984; 
Blistanov et al., 1982). Figure 5 shows the lowest-order 
modes of RTW9-waves (the so-called first type of the 
waves (Lardat et al., 1971)), namely dependence of the 
RTW9 phase velocity on the non-dimensional value of kh, 
where k is the wavenumber in the direction of wave 
propagation and h is the layer thickness. In general, the 
RTW9 lowest-order modes must be confined between the 
piezoelectric non-dispersive three-partial Rayleigh type 
wave (RTW3) for the Bi12GeO20-substrate at kh → 0 and 
the wave for the Bi12SiO20-layer at kh → ∞. However, that 
is not so at small kh in both studied layered systems for 
both cases of the free and shorted surfaces due to some 
peculiarities, which will be further discussed. 
 
The dispersion relations in figures 5a (free surface) and 
5b (metallized surface) show the existence possibility of 
non-dispersive Zakharenko type waves (ZTWs) after the 
work of Zakharenko (2005a). For the free surface, the 
nine-partial non-dispersive ZTW9-waves exist at kh ~ 1.0 
in the both studied structures. However, for the metallized 
surface, they exists at kh ~ 0.5 showing a significant shift 
to smaller value of the kh. These non-dispersive ZTW9-
waves split the corresponding RTW9 lowest-order mode 
into several sub-modes with different dispersion (Vph > Vg 
or Vph < Vg, where Vg is the group velocity, Vg = dω/dk). 
Therefore, it is possible to state that each dispersive sub-
mode starts with a non-dispersive wave and comes to a 
non-dispersive wave. There are two sub-modes for each 
case in figure 5. The RTW9 group velocity must have one 
extreme point in each sub-mode, because the behavior of 
the Vg depends on the behavior of the Vph, Vg = Vph + 
kh(dVph/dkh), that was analytically shown in (Zakharenko, 
2005a). It is obvious that increasing function Vph(kh) leads 
to the inequality Vg > Vph due to dVph/dkh > 0. On the 
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Fig. 4. The determinant behavior for (a) the RTW9-waves for the structures Bi12SiO20/Bi12GeO20 and 
Bi12GeO20/Bi12SiO20 with the free surface (thick lines, kh ~ 1) and the shorted surface (thin lines, kh ~ 0.5); and (b) 
the RTW3-waves for Bi12SiO20 (squares) and Bi12GeO20 (cycles), where “DSt” represents the determinant BCD6 for 
finding the Stoneley type waves. 
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other hand, decreasing Vph(kh) results in Vg < Vph because 
dVph/dkh < 0. The non-dispersive Zakharenko waves (Vg = 
Vph ≠ 0) existing in a mode of dispersive waves can be 
described by the following formulas, using the well-
known Leibniz’s formula for the complex derivative 
d(u/v)/dx = (vdu/dx – udv/dx)/v2: 

0
d
d

d
d

==
h

V
V

kh
V ph
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ph
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    (30) 
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The relationship (30) between the derivatives of Vph 
shows that there is independence of the Vph on both the 
angular frequency ω and the wavenumber k in the same k-
ω-domain with Vg ≠ 0. The formulas (31) and (32) give 
clearance that formula (30) is satisfied as soon as Vph = Vg 
for the wavenumber k ≠ 0 and k < ∞. Note that the mass 
sensitivity of a sensor is generally defined as the relative 
velocity change due to the application of a thin non-
elastic mass of thickness hM and density ρM on top of a 
sensor surface. The normalized mass sensitivity can be 
also determined from the appropriate velocity dispersion 
(Jungnickel et al., 1997) because the sensitivity is 
proportional to the first derivative dVph/dkhM. Note that 
the higher derivatives of the Vph and Vg given in 
(Zakharenko, 2005a) can be also used to determine 
inflexion points (Zakharenko, 2005b). 
 
The presence of the non-dispersive ZTW9-waves shown 
by points in figure 5 significantly broadens the Vph-range 
of existence of the first type of dispersive RTW9-waves. 
The velocities Vph of the RTW9 first type start with the 
corresponding non-dispersive RTW3-waves for the 
substrates at kh = 0 and approach the corresponding non-
dispersive RTW3-waves at kh → + ∞. It is noted that for 
the same layered systems, according to the numerical 

results of (Zakharenko, 2005a) concerning [100] direction, 
the first sub-mode of the lowest-order mode of the non-
piezoelectric RTW6-waves at small values of kh lies out 
of the Vph-range between the corresponding two non-
dispersive RTW2-waves. The existence of the non-
dispersive ZTW9-waves at small values of kh also occurs 
in several layered systems (Solie, 1971; Zhang et al., 
2001). It is noted that the piezoelectric effect can 
significantly change the behavior of Vph(kh). Therefore, 
the electric potential φ must be considered together with 
dispositions of both the bulk longitudinal and 
corresponding transverse waves for materials in order to 
predict the existence possibility of non-dispersive ZTW-
waves in different layered systems. For instance, for the 
studied layered systems (see Table 1) there are the 
following velocities: VL(Bi12SiO20) > VL(Bi12GeO20) and 
VST(Bi12SiO20) < VST(Bi12GeO20). 
 
It is noted that the lowest-order modes for the studied 
layered systems are confined in a very narrow Vph-range 
being smaller than ~ 6 ms–1 that can be convenient for 
some technical devices (Shiosaki et al., 1980). This can 
be compared with lowest-order modes of other suitable 
layered systems (Volyansky et al., 1987; Solie, 1971; 
Zhang et al., 2001) which are of interest for the same 
purpose. It is noted that experimental techniques are 
currently unknown by which it would be possible to make 
measurements of the Vph with a precision at least 0.1 ms–1. 
As of yet, the improved optical method for measurements 
of both the Vph and Vg described in (Kolosovskii et al., 
1998) allows one to measure the Vph with an accuracy ~ 2 
m/s. It may be possible to develop experimental technique 
for measurement of the derivative dVph/dkh (and/or 
dVph/dωh) together with the Vph, in order to improve the 
measurement accuracy for weakly dispersive waves and 
to experimentally measure the non-dispersive ZTW-
waves. It is noted that calculation accuracy of the Vph in 
this work is about 10–3 m/s.  
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Fig.  5. The first type of dispersive RTW9-waves for the structures Bi12SiO20/Bi12GeO20 (thin lines) and 
Bi12GeO20/Bi12SiO20 (thick lines): a) for the free surface; b) for the metallized surface. The Vph extreme points 
represent the non-dispersive ZTW9-waves. 
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Fig. 6. The CEMCs K2 (%) for the structures 
layer/substrate: Bi12SiO20/Bi12GeO20 (thick line) and 
Bi12GeO20/Bi12SiO20 (thin line). 
 
The coefficient of the electromechanical coupling 
(CEMC) shown in figure 6 was calculated for the lowest-
order modes of dispersive RTW9-waves with the 
following well-known formula: 

Rf

RmRf

V
VV

K
−

= 22     (33) 

where VRf and VRm are the RTW9 phase velocities for the 
free and metallized surfaces, respectively. The CEMC K2 
is shown in figure 6 for both studied layered systems. For 
the structure Bi12SiO20/Bi12GeO20, the CEMC K2 starts 
with the K2 for the Bi12GeO20 single crystal at kh = 0 and 
approaches the K2 for the Bi12SiO20 single crystal at kh → 
∞. It is noted that in the kh-range between ~ 3.3 and ~ 50, 
the CEMC K2(Bi12SiO20/Bi12GeO20) is slightly larger than 
the K2(Bi12SiO20) ~ 0.016558 with a maximum value at kh 
~ 5. On the other hand, for the structure 
Bi12GeO20/Bi12SiO20, the CEMC K2 starts with the 
K2(Bi12SiO20) at kh = 0 and approaches the K2(Bi12GeO20) 
at kh → ∞. It is also noted that in the same kh-range, the 
CEMC K2(Bi12GeO20/Bi12SiO20) is slightly smaller than 
the K2(Bi12GeO20) ~ 0.013742 with a minimum value at 
approximately the same kh ~ 5. Therefore, using a hard 
piezoelectric layer on a softer piezoelectric substrate can 
result in increasing the CEMC K2. In addition to the first 
type of dispersive RTW9-waves representing a single 
lowest-order mode, modes of the second type of RTW9-
waves can exist in layered systems. They can exist if the 
speed Vt for a substrate is higher than that for a layer. This 
existence condition is full-filled for the structure 
Bi12SiO20/Bi12GeO20, but not for the structure 
Bi12GeO20/Bi12SiO20. The velocities Vph(kh) for seven 
modes of the RTW9 second type are shown in figure 7a. 
It is clearly seen in the figure that the first mode starts at 
kh0 ~ 43.2, but not at kh0 = 0. It was found that each next 
mode starts at khµ ~ kh0 + 73µ, where µ is an integer 
number, µ = 1, 2, 3, … . In addition, it was verified that 
the neighbour khµ are equidistant from each other on the 
kh-scale. Figure 7b shows the BCD9 behaviour in the Vph-

range between the speeds Vt for the Bi12SiO20-layer and 
the Bi12GeO20-substrate for the RTW9 second type. It is 
clearly seen in figure 7b that the surface metallization 
does not change the Vph that was verified at kh = 500 for 
the seven modes. 
 
OTHER POSSIBILITIES FOR WAVE EXISTENCE 
 
Ivanov and Kessenikh (1987) have assumed that in 
layered systems, consisting of a hard layer on a softer 
substrate both being the so-called transversely isotropic 
materials, Rayleigh-polarized dispersive waves such as 
slow surface waves can exist. These waves have a single 
mode starting with zero Vph(kh > 0) and approaching 
some non-dispersive velocity at kh → + ∞ that they called 
Stoneley wave (SW). They have schematically shown that 
such slow surface mode could exist in the layered systems 
with Vt

L > Vt
S > VR2

S > VR2
L > VSt, where VSt represents the 

speed of the interfacial SW-wave, and Vt and VR2 are the 
speeds of the corresponding bulk transverse and surface 
RTW2 waves, respectively. However, it is thought that 
one of general features of a Stoneley wave is that it is 
faster than the slowest Rayleigh wave associated with the 
separated half-spaces (Destrade and Fu, 2006). Therefore, 
their representation of a dispersion branch originating 
from zero Vph(kh > 0) is a misconception. Hence, the 
problem on slow surface waves with the in-plane 
polarization is open concerning existence possibilities and 
specific conditions. The layered system 
Bi12GeO20/Bi12SiO20 studied in this paper possesses the 
following Vt

L > Vt
S > VR3

L > VR3
S, where VR3 is the surface 

RTW3-waves. Thus, STW-waves were not found in [110] 
direction. It is noted that such Rayleigh-polarized slow 
surface waves can be used for filter and sensor 
applications. For instance, there are Capacitive 
Micromachined Ultrasonic Transducers (CMUTs) of 
microelectromechanical system (MEMS) structures in 
integrated circuit (IC) technology (Yaralioglu et al., 
2001). Generally, the CMUTs are based on the Rayleigh-
polarized Lamb waves (flexural plate mode) and could be 
also manufactured on the Love-wave polarized slow 
surface Zakharenko waves (SSZWs) recently introduced 
in (Zakharenko, 2005b).  
 
Also, note that the other possibility of wave existence in 
addition to dispersive RTW-waves is the existence of 
non-dispersive Zakharenko type waves in different 
layered structures. However, the non-dispersive ZTW-
waves were introduced as dispersive waves in all papers 
concerning investigations of dispersive waves. In 
addition, there are works in which there are attempts to 
represent results concerning dispersive waves with a very 
weak dependence Vph(kh) as non-dispersive waves, for 
example (Cherednik and Dvoesherstov, 2003; 
Dvoesherstov et al., 2003). That is somewhat incorrect 
from the view point shown in this paper. It is noted that if 
one will draw phase velocities of dispersive electro-
magnetic (EMW) and acoustic (AW) waves on the same 
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scale, one will find that the AWs become non-dispersive 
compared with the dispersive EM-waves, because the 
EM-waves are characterized by the Vph being five orders 
higher than that of the AWs. It is also noted that the AW 
highest speed is ~ 20000 ms–1 for Diamond and some 
non-cubic crystals (Zakharenko, 2005b). 
 
It was also assumed that there is an existence possibility 
to find Rayleigh-polarized supersonic surface waves in 
both monocrystals and layered systems. The Vph of such 
supersonic surface waves will be higher than the speed Vt. 
The supersonic surface waves could exist in monocrystals 
with a great C2 accounting possible effects: piezoelectric, 
piezomagnetic, etc. Some possible effects are shown in 
(Aboudi, 2000; Bednarcyk, 2002). The values of C2 
calculated in Section 3 for the studied monocrystals are 
not great. However, the coefficients A0 and B0 are 
relatively the same slightly above the corresponding 
speeds Vl up to 4000 m/s that is seen from figure 2b. The 
absolute values of the KDl and KDt are one order smaller 
than that of the A0 and B0 shown in figure 2a. It is noted 
that the coefficients A, B, and C in Eq. (5) should be all 
positive, in order to give two complex/imaginary roots 
plus one negative real root of the third order polynomial 
in (4) for surface waves. However, for surface waves, it is 
possible to have such the polynomial roots for Abs(A) ~ 
Abs(B) ~ Abs(C) with the coefficient A or B being 
negative. It is difficult to find such crystals because the 
KDt is negative for Vph > Vt giving negative B. Therefore, a 
computer program is given in the Appendix. Indeed, it is 
possible to treat crystals accounting other suitable effects 
in addition to piezoelectric/piezomagnetic effect. For 
instance, if the A, B, and C in Eq. (5) give the following 
polynomial P3 = x3 + 0.5x2 – 0.1x + 0.01, the 
corresponding two complex and one negative real root 
solving the equation P3 = 0 will be as follows: {– 0.6712; 
0.0856 – I0.0870; 0.0856 + I0.0870}. That results in 
appearance of four complex and two imaginary roots for 
the sixth order polynomial in Eq. (4) with m = n3

2, three 
of which with negative imaginary part are suitable for 

surface wave existence: {– I0.8193; 0.3222 – I0.1350; – 
0.3222 – I0.1350} with I = (– 1)1/2. Indeed, such situation 
is possible showing instability of some piezoelectric 
(piezomagnetic, etc.) crystals about the velocity Vl. That 
can happen in a very narrow Vph-range with a very small 
C in Eq. (4). For example, the following polynomial P3 = 
x3 + x2 – 0.01x + 0.0001 has its roots solving equation P3 
= 0: {– 1.009999; 0.0045 – I0.0086; 0.0045 + I0.0086}. 
That gives the following suitable roots of the sixth order 
polynomial {– I1.0050; 0.0865 – I0.0498; – 0.0865 – 
I0.0498} for SAW existence.  
 
Finally, it is noted that modes of dispersive leaky Sezawa 
type waves with the in-plane polarization can exist for Vph 
> Vt looking like corresponding continuations of the 
modes of dispersive RTW9 second type shown in figure 
7a. Solutions for such ultrasonic leaky waves were not 
found with Vph > Vt by evaluating the BCD9 sign running 
up to the speed Vl, at which the complex BCD9 becomes 
zero. Probably, they are found above the speed Vt when 
minima of Abs (BCD9) are treated instead of monitoring 
changes in sign of the corresponding BCD9 part, because 
it is thought that the latter is preferable for finding SAWs.  
 
PURE RTW9-WAVES IN 200-x2-ROTATED 
DIRECTION 
 
This Section studies pure RTW9-wave propagation in 
layered systems, consisting of cubic crystals Bi12SiO20 
and Bi12GeO20 accounting the piezoelectric effect. The 
waves propagate in the so-called work coordinate system 
obtained from [110] direction by 200-rotation around the 
x2-axis in figure 1 for both materials. In this propagation 
direction there are the following non-zero material 
constants: the elastic constants C11, C33, C13, C55, C15 with 
negative C35, the piezoelectric constants e13, e31, e33, e15, 
e35 with negative e11. They correspond to the complicated 
case of monoclinic crystals. The dielectric constants do 
not changed, ε11 = ε33 with ε13 = 0. Therefore, the theory 
developed in the second and third Sections is not suitable 
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Fig. 7. For the structure Bi12SiO20/Bi12GeO20: (a) the seven modes of dispersive RTW9 second type; and (b) the 
corresponding BCD9 behavior at the layer thickness kh = 500 for the free (thick line) and metallized (thin line) 
surfaces. 
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here and there is only numerical analysis as a studying 
instrument. Figure 8a shows existence of the RTW9 first 
type for two different electrical boundary conditions: the 
free and metallized surface. The boundary conditions 
allow evaluation of the CEMC K2 (%) shown in Figure 
8b. It is clearly seen in the Figure that the CEMC is not 
larger than 1.5% for both studied structures: 
Bi12SiO20/Bi12GeO20 and the reverse configuration. 
Indeed, the CEMC starts at its value for the corresponding 
substrate at kh → 0 and approaches its value for the 
corresponding layer at kh → ∞ in the both cases. It is 
clearly seen in figure 8a that the first type of dispersive 
RTW9-waves possesses one non-dispersive Zakharenko 
type wave (ZTW9) at kh ~ 1.39 to 1.40 for the free 
surface and two for the metallized surface at kh ~ 0.13 to 
0.15 and at kh ~ 1.15 to 1.18. The insertion in Figure 8b 
shows the first non-dispersive ZTW9-wave at small kh for 
the shorted case.  
 
The dispersion relations for the structures 
Bi12SiO20/Bi12GeO20 and Bi12GeO20/Bi12SiO20 look like 
mirror reflections of each other. However, that is not 
completely true for both electrical boundary conditions. 
For instance, there is kh-position of the non-dispersive 
ZTW9-wave at kh ~ 1.39 for the structure 
Bi12SiO20/Bi12GeO20 and at kh ~ 1.40 for the structure 
Bi12GeO20/Bi12SiO20 that shows small asymmetry of the 
systems. A small asymmetry there is also for the shorted 
case. It is noted that calculation accuracy for finding the 
Vph was possible to set at 1µm/sec. However, it is thought 
that it is necessary to take a trustable Vph-accuracy about 
1mm/sec. Therefore, it is possible to trust that the 
presence of the non-dispersive ZTW9-wave in both 
structures at small kh ~ 0.13 to 0.15 shown in the insertion 
is true. It is obvious that the existence of the non-
dispersive ZTW9-waves at the small kh for the shorted 
case is caused by only piezoelectric properties, because 
they do not exist when the surface is free of metallization. 
On the other hand, the presence of the non-dispersive 
ZTW9-waves at larger kh ~ 1.0 to 1.5 for both the cases is 
caused by both the elastic and piezoelectric material 

properties. It is thought that here the elastic properties 
play a major role. “Shortage” of the free surface results in 
significant change in the kh-position of the corresponding 
non-dispersive ZTW9-wave, namely there is a shift to 
smaller values of kh showing the piezoelectricity 
influence. Also, it is obvious that the presence of the non-
dispersive ZTW9-waves broadens the Vph-existence range 
of the dispersive RTW9-waves. Indeed, the Vph-range for 
the RTW9-waves’ localization is about three times greater 
than the initially given Vph-difference of VRTW3(Bi12GeO20) 
= 1734.674 m/s from VRTW3(Bi12SiO20) = 1733.631 m/s 
(see the third column in Table 3). The RTW3 phase 
velocities with the metallized surface are as follows: 
VRTW3m(Bi12GeO20) = 1723.997 m/s and VRTW3m(Bi12SiO20) 
= 1720.775 m/s. 
 
According to table 3, the RTW9 second type could exist 
in the layered system, consisting of the Bi12GeO20-layer 
on the Bi12SiO20-substrate, because for the slow 
transverse waves there is VST(Bi12SiO20) > VST(Bi12GeO20) 
representing the condition for the wave existence. The 
condition is true studying wave propagation in isotropic 
media as well as in many suitable propagation directions 
in anisotropic and piezoelectric materials. However, the 
existence of RTW9 second type does not obey the 
condition in the propagation direction studied in this 
Section. The waves exist in the reverse configuration, 
because it is necessary to treat the so-called velocity 
equivalent Vph0 listed in the last column of table 3. The 
velocity Vph0 corresponds to the case when imaginary part 
of one root with the smallest imaginary part disappears. 
That occurs for Vph0(Bi12GeO20) = 1829.135307 m/s 
giving m3 = 0.217658 – I5.65406E–06 and Vph0(Bi12SiO20) 
= 1825.255744 m/s with m3 = 0.220269 – I1.81874E–05, 
where I = (– 1)1/2. Therefore, the existence condition of 
the RTW9 second type is Vph0(Bi12GeO20) > 
Vph0(Bi12SiO20) instead of VST(Bi12SiO20) > 
VST(Bi12GeO20). That is an additional difficulty for finding 
the RTW9 second type. Several modes of the dispersive 
RTW9 second type are shown in figure 9 within relatively 
great kh-range: 0 < kh < 500. The first mode begins at 
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quite great values of kh ~ 43.5. Each next mode beginning 
looks like to be equidistant from the previous with the kh-
step ~ 72 to 74. Figure 9b shows the sinusoidal behavior 
of both the real and imaginary parts of the complex 
BCD9. 
 
It was found that both the boundary condition 
determinants BCD3 and BCD9 do not equal to zero at the 
corresponding bulk wave speeds VST listed in table 3. At 
the speed VST there is the following: one corresponding 
positive real root in addition to two complex roots with 
negative imaginary part changes its sign. It is noted that 
the velocity Vph0 is a common feature that appears not 
only studying pure RTW9-waves, but also studying pure 
Love type waves (LTWs) with the anisotropy factor αf = 
(C44C66 – C46

2)1/2/C44 (Lardat et al., 1971; Zakharenko, 
2005b). The LTW velocity equivalent β should be lower 
than the speed VFT of the corresponding shear (fast 

transverse) bulk wave, ( ) 2/1
66 / ρCVFT = , due to the 

condition C66C44 > C46
2 requiring for energy conservation 

(Lardat et al., 1971). That may also be true for RTW9-
waves giving Vph0 < VST. Here there is C46 ≠ 0 for the 200-
x2-rotation from [110] direction. It is noted that there are 
the following waves: VFT(Bi12SiO20) = 2274.364 m/s and 
VFT(Bi12GeO20) = 2255.092 m/s giving higher Vph of Love 
type waves compared with VST listed in Table 3 for 
RTW3-waves. The studied propagation direction is one of 
possible cuts using the x2-rotation from ~ 190 up to ~ 300 
with the condition VL

ST > VS
ST > VS

RTW3 > VL
RTW3. 

 
Solutions above the speed VST were also found. It was 
found that the complex BCD3 equals to zero at Vph1 ~ 
1963.492 m/s studying wave existence in the monocrystal 
of Bi12GeO20. That happens when the negative real root of 
three roots {m3

(1) = – 0.644149 – I1.11408; m3
(2) = 

0.09105 – I0.818141; m3
(3) = – 0.0490123} gives all zero 

components (U1
(3), U3

(3), φ(3)). It is noted that the zero 
components give the following weight factors {F(1); F(2); 
F(3)} = {0; 0; F(3)} or {0; 0; 0} in the complete 
characteristics 

( )[ ]∑
=

−+=
3,2,1

3
)(

311
)(
4,3,1

)(
4,3,1 jexp

N

NNN txmxmkUFU ω  with 

U4
(N) = φ(N) manifesting that such waves cannot exist. 

However, if suitable weight factors {F(1); F(2); 0} will be 
found that is an additional investigation problem, it is 
possible to study two-partial waves instead of three-
partial waves concerning wave propagation in 
monocrystals. As soon as the BCD3 equals to zero at Vph1, 
the complex BCD9 for structures using any layer on the 
substrate, as well as all corresponding higher-order BCDs 
studying multi-layered structures, will be zero at the same 
Vph1 due to the zero components (U1

(3), U3
(3), φ(3)) for the 

substrate. The same there is for Bi12SiO20 and layered 
structures with the substrate of Bi12SiO20, where all zero 
components (U1

(3), U3
(3), φ(3)) are for the roots {m3

(1) = – 
0.700865 – I1.13238; m3

(2) = 0.105407 – I0.800113; m3
(3) 

= – 0.048674} at Vph1 ~ 1965.258 m/s. It is noted that the 
speeds VL of the longitudinal bulk wave for the 200-x2-
rotated direction are as follows: VL(Bi12SiO20) = 3359.358 
m/s and VL(Bi12GeO20) = 3337.419 m/s. However, the 
second pair of complex roots disappears at a velocity 
equivalent Vph2, which is lower than the speed VL. For 
example, there is Vph2(Bi12SiO20) ~ 3355.468 m/s. 
Probably, such the situation when the speeds VST and VL 
do not coincide with the corresponding velocity 
equivalents Vph0 and Vph2 is common. 
 
CONCLUSIONS 
 
In this theoretical work, the possible existence of 
supersonic surface waves with the Rayleigh-wave 
polarization is shown. For these waves, the phase velocity 
Vph could be found about the speed Vl depending on both 
the crystal anisotropy and the piezoelectric/piezomagnetic 
effect. The computer program is given in the Appendix, 
which can be used for finding the supersonic waves in 
addition to the RTW3 and RTW9-waves. Note that many 
crystals can possess both effects, according to Al’shits 
and Lyubimov (1990), as well as the other effects, see 
(Aboudi, 2000; Bednarcyk, 2002). That can significantly 
complicate calculations in numerical experiments. Also, 
both the longitudinal dynamic CEMC KDl(Vl) and the 
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Fig. 9. (a) Several modes of the RTW9 second type for the structure Bi12SiO20/Bi12GeO20; (b) the corresponding 
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transverse dynamic CEMC KDt(Vt5) were introduced and 
discussed. Possible existence of slow surface waves with 
the Rayleigh-wave polarization was also discussed. The 
introduced calculations of the RTW9 lowest-order mode 
in the layered system, consisting of the materials 
Bi12SiO20 and Bi12GeO20, have shown the existence of the 
non-dispersive Zakharenko type waves (ZTW9) in the 
studied layered systems with both the free surface and 
surface metallization. It was found that the surface 
metallization can significantly shift the appearance of the 
non-dispersive ZTW9-waves to smaller values of kh. It 
was also found that at kh ~ 5 – 6 the CEMC K2 for the 
structure Bi12GeO20/Bi12SiO20 is slightly larger than that 
for the Bi12GeO20 single crystal. The non-dispersive 
ZTW9-waves divide the RTW9 lowest-order mode into 
sub-modes with different dispersions, Vph > Vg or Vph < 
Vg. This lowest-order mode of dispersive RTW9-waves is 
confined in the narrow Vph-range between the non-
dispersive RTW3-wave for the Bi12SiO20-layer and the 
wave for the Bi12GeO20-substrate. That can be convenient 
for some technical devices, for which a weak dependence 
of the Vph on the layer thickness kh is required. For 
comparison, the 200-x2-rotated propagation direction from 
[110] direction was also studied concerning the pure 
RTW9-waves. Here, it was found that existence of RTW9 
second type does not depend on the speeds Vt of the 
corresponding bulk transverse waves in both materials.  
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Appendix. The Maple program for finding the phase 
velocity of the RTW3 and RTW9-waves: 
restart: with(linalg): ms:=array(1..3,1..3): 
ms1:=array(1..3,1..3): u1s:=array(1..6): u3s:=array(1..6): 
u4s:=array(1..6): m3s:=array(1..6): c33s:=12.962: 
c13s:=2.985: c55s:=2.451: c11s:=c55s+(c13s+c33s)/2: 
c66s:=4.9885: ros:=9.07: es:=1.122: dps:=3.63735: 
dp0:=0.08854: fdz:=fopen("RTW9_1.txt",WRITE):  
c2s:=(c11s*c33s-c55s*(c11s+c33s)+c55s^2-
(c13s+c55s)^2)/(c33s*c55s); k0s:=es*es/(c55s*dps): 
Vt5s:=1000*sqrt(10*c55s/ros); 
Vt6s:=1000*sqrt(10*c66s/ros); 
Vls:=1000*sqrt(10*c11s/ros); 
Vts_new:=Vt5s*sqrt(1+k0s); mg:=array(1..3,1..3): 
mg1:=array(1..3,1..3): u1g:=array(1..6): u3g:=array(1..6): 
u4g:=array(1..6): m3g:=array(1..6): c33g:=12.852: 
c13g:=2.934: c55g:=2.562: c11g:=c55g+(c13g+c33g)/2: 
dp0:=0.08854: c2g:=(c11g*c33g-
c55g*(c11g+c33g)+c55g^2-
(c13g+c55g)^2)/(c33g*c55g); rog:=9.2: dpg:=3.336: 
eg:=0.983: k0g:=eg*eg/(c55g*dpg): 
Vt5g:=1000*sqrt(10*c55g/rog); 
Vlg:=1000*sqrt(10*c11g/rog); 
Vtg_new:=Vt5g*sqrt(1+k0g); st66:=array(1..6,1..6); 

rw9:=array(1..9,1..9): for kh from 0 by 0.1 to 10 do  
Drw9:=0: for i from 1675 by 0.1 to 1685 do  Vph:=i: 
At2s:=1-(Vph/Vt5s)^2: Al2s:=1-(Vph/Vls)^2: 
B0s:=(c11s/c33s)*At2s*Al2s: 
A0s:=(c11s/c33s)*Al2s+At2s+c2s: 
kdts:=k0s*(4*c55s*At2s-4*c13s-3*c55s)/c33s: 
kdls:=k0s*c11s*Al2s/c33s: As:=A0s+1+4*k0s: 
Bs:=A0s+B0s+kdts: Cs:=B0s+kdls:  
Pls:=ns^3+As*ns^2+Bs*ns+Cs: sols:=[solve(Pls,ns)]:  
At2g:=1-(Vph/Vt5g)^2: Al2g:=1-(Vph/Vlg)^2: 
B0g:=(c11g/c33g)*At2g*Al2g; 
A0g:=(c11g/c33g)*Al2g+At2g+c2g; 
kdtg:=k0g*(4*c55g*At2g-4*c13g-3*c55g)/c33g; 
kdlg:=k0g*c11g*Al2g/c33g; Ag:=A0g+1+4*k0g: 
Bg:=A0g+B0g+kdtg: Cg:=B0g+kdlg: 
Plg:=ng^3+Ag*ng^2+Bg*ng+Cg: solg:=[solve(Plg,ng)]:   
for j from 1 by 1 to 3 do   m3s[j]:=-sqrt(sols[j]): m3g[j]:=-
sqrt(solg[j]):  m3s[3+j]:=sqrt(sols[j]): 
m3g[3+j]:=sqrt(solg[j]):   u1s[j]:=-
(es^2/dps)*(1/(1+m3s[j]^2))-(c33s*m3s[j]^2+c55s*At2s): 
u3s[j]:=(c13s+c55s)*m3s[j]+(2*es^2/dps)*(m3s[j]/(1+m3
s[j]^2)):  
u4s[j]:=(2*es/dps)*(m3s[j]/(1+m3s[j]^2))*u1s[j]+(es/dps)
*(1/(1+m3s[j]^2))*u3s[j]:  
u1s[3+j]:=-(es^2/dps)*(1/(1+m3s[3+j]^2))-
(c33s*m3s[3+j]^2+c55s*At2s): 
u3s[3+j]:=(c13s+c55s)*m3s[3+j]+(2*es^2/dps)*(m3s[3+j
]/(1+m3s[3+j]^2)):  
u4s[3+j]:=(2*es/dps)*(m3s[3+j]/(1+m3s[3+j]^2))*u1s[3+
j]+(es/dps)*(1/(1+m3s[3+j]^2))*u3s[3+j]:   
u1g[j]:=-(eg^2/dpg)*(1/(1+m3g[j]^2))-
(c33g*m3g[j]^2+c55g*At2g): 
u3g[j]:=(c13g+c55g)*m3g[j]+(2*eg^2/dpg)*(m3g[j]/(1+
m3g[j]^2)):  
u4g[j]:=(2*eg/dpg)*(m3g[j]/(1+m3g[j]^2))*u1g[j]+(eg/dp
g)*(1/(1+m3g[j]^2))*u3g[j]:   
u1g[3+j]:=-(eg^2/dpg)*(1/(1+m3g[3+j]^2))-
(c33g*m3g[3+j]^2+c55g*At2g): 
u3g[3+j]:=(c13g+c55g)*m3g[3+j]+(2*eg^2/dpg)*(m3g[3
+j]/(1+m3g[3+j]^2)):  
u4g[3+j]:=(2*eg/dpg)*(m3g[3+j]/(1+m3g[3+j]^2))*u1g[3
+j]+(eg/dpg)*(1/(1+m3g[3+j]^2))*u3g[3+j]:    
ms[1,j]:=c55s*(m3s[j]*u1s[j]+u3s[j])+es*u4s[j]:  
ms[2,j]:=c13s*u1s[j]+m3s[j]*c33s*u3s[j]:  
ms[3,j]:=es*u1s[j]-(dps*m3s[j]-dp0*I)*u4s[j]: 
ms1[1,j]:=c55s*(m3s[3+j]*u1s[3+j]+u3s[3+j])+es*u4s[3
+j]:  
ms1[2,j]:=c13s*u1s[3+j]+m3s[3+j]*c33s*u3s[3+j]:ms1[3
,j]:=es*u1s[3+j]-(dps*m3s[3+j]-dp0*I)*u4s[3+j]: 
mg[1,j]:=c55g*(m3g[j]*u1g[j]+u3g[j])+eg*u4g[j]: 
mg[2,j]:=c13g*u1g[j]+m3g[j]*c33g*u3g[j]:  
mg[3,j]:=eg*u1g[j]-(dpg*m3g[j]-dp0*I)*u4g[j]: 
mg1[1,j]:=c55g*(m3g[3+j]*u1g[3+j]+u3g[3+j])+eg*u4g[
3+j]: 
mg1[2,j]:=c13g*u1g[3+j]+m3g[3+j]*c33g*u3g[3+j]:mg1
[3,j]:=eg*u1g[3+j]-(dpg*m3g[3+j]-dp0*I)*u4g[3+j]: 
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rw9[1,j]:=u1s[j]: rw9[1,3+j]:=-u1g[j]: rw9[1,6+j]:=-
u1g[3+j]: rw9[2,j]:=u3s[j]: rw9[2,3+j]:=-u3g[j]:  
rw9[2,6+j]:=-u3g[3+j]: rw9[3,j]:=u4s[j]: rw9[3,3+j]:=-
u4g[j]: rw9[3,6+j]:=-u4g[3+j]: rw9[4,j]:=ms[1,j]: 
rw9[4,3+j]:=-mg[1,j]: rw9[4,6+j]:=-mg1[1,j]: 
rw9[5,j]:=ms[2,j]: rw9[5,3+j]:=-mg[2,j]: rw9[5,6+j]:=-
mg1[2,j]: rw9[6,j]:=ms[3,j]-dp0*I*u4s[j]: rw9[6,3+j]:=-
(mg[3,j]-dp0*I*u4g[j]): rw9[6,6+j]:=-(mg1[3,j]-
dp0*I*u4g[3+j]): rw9[7,j]:=0: rw9[8,j]:=0: rw9[9,j]:=0: 
rw9[7,3+j]:=mg[1,j]*exp(I*kh*m3g[j]): 
rw9[7,6+j]:=mg1[1,j]*exp(I*kh*m3g[3+j]): 
rw9[8,3+j]:=mg[2,j]*exp(I*kh*m3g[j]): 
rw9[8,6+j]:=mg1[2,j]*exp(I*kh*m3g[3+j]): 
rw9[9,3+j]:=mg[3,j]*exp(I*kh*m3g[j]): 
rw9[9,6+j]:=mg1[3,j]*exp(I*kh*m3g[3+j]): end do: 
Ds:=det(ms): Dg:=det(mg): 
ADs:=sqrt(Re(Ds)^2+Im(Ds)^2): 
ADg:=sqrt(Re(Dg)^2+Im(Dg)^2): Drw91:=Drw9: 
Drw9:=det(rw9): 
ADrw9:=sqrt(Re(Drw9)^2+Im(Drw9)^2):  
if (Drw9*Drw91<0) then  fprintf(fdz,"kh %g  Vph %g  
Re(Ds) %g  Im(Ds) %g  ADs %g    Re(Dg) %g  Im(Dg) 
%g  ADg %g   Re(Drw9) %g  Im(Drw9) %g  ADrw9 
%g",kh,Vph,Re(Ds),Im(Ds),ADs,Re(Dg),Im(Dg),ADg, 
Re(Drw9),Im(Drw9),ADrw9):   end if: end do: end do: 
fclose(fdz): 
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ABSTRACT 

 
In this study, a TCP server load balancer (SLB) programmed in Java is proposed as an affordable alternative to 
commercial or open source server load balancers for small companies by having all basic server load balancer features in 
order to maximize the usage of small companies financial, human and hardware resources. The features include load 
balancing algorithms namely Round Robin, Random, Least Connection and Hash IP Address. The Java TCP Server 
Load Balancer employs Rules which consist of the service, Virtual IP Address model, load balancing algorithm, and 
keep-alive. The Java TCP Server Load Balancer features are real server Health Checking and Graphical User Interface 
(GUI) for ease of configuration and administration. Subsequently the algorithms included in the balancer are studied and 
analyzed to compare their performance in the Linux Operating System environment with network traffic on different 
applications in order to find the most optimal use of the load balancing algorithms in the Java TCP Server Load 
Balancer. Analysis and comparison of the load balancing algorithms are conducted in experiments involving a number of 
test cases with clients, the Java Server Load Balancer, and real servers hosting HTTP and FTP applications. The most 
important conclusion from the experiments is that the performance of the two services tested namely HTTP and FTP is 
not actually directly influenced by the load balancing algorithm.  
 
Keywords: Java, TCP, server, load balancer, balancing, algorithms. 
 
INTRODUCTION  
 
In the early years of websites, it was perfectly normal to 
have only one web server to serve million of requests 
from clients. This is due to the fact that most of the 
websites at that time have only static contents such as 
HTML and a few images (Ampornaramveth and 
Sanguanpong, 2002; Bourke, 2001). A server with 
average resource capacity was able to process these 
requests within acceptable response time to the clients 
(Casalicchio and Colajanni, 2001). As time went by, 
contents of websites have gradually shifted from static to 
dynamic types or in the case of FTP sites the downloaded 
file size is getting bigger. More websites are becoming 
interactive and more business driven websites, FTP sites 
and email service (Webmail) turn up as businesses see the 
opportunity of expanding their customer base through the 
Internet to gain more profit (DeRienzo, 2007).   This has 
lead to websites having more dynamic contents due to 
data encryption, database applications, business logic, 
contents reformatting and others while FTP sites add 
more space for files and email service gets more 
subscribers (Chatterjee et al., 2005; Feng et al., 2000). 
Unfortunately, this causes these servers to process more 
data and receive more connections from clients. By using 
only one server, the service response time to clients starts 
to increase and in the Internet world even a few seconds 
increase can result in companies losing customers (Ho et 
al., 2004; Hong et al., 2006). The first reaction to this 
setback is to upgrade the server hardware such as CPU 

and RAM. This approach has had its own problems since 
there is a limit to hardware capacity of any server and its 
network components (Extremenetworks, 2007). Network 
engineers worked hard to find a viable solution to this 
problem and eventually came up with a clever solution. 
This solution is server load balancing.  A Server load 
balancer is able to make a group of servers behind a 
server load balancer appearing to clients as a single server 
and is capable of distributing clients’ requests statically or 
dynamically to the actual servers (real servers) that 
provide the services to the clients (Viswanathan, 2001).  
 
Load Balancing Algorithms 
A server load balancer typically works by load balancing 
traffic to the real servers based on load balancing 
algorithms (Lu and Lee, 2005; Min et al., 1999). There 
are various load balancing algorithms used, with the most 
common ones to be Round Robin, Random, Least 
Connection, Source IP Address Hash (Hash IP), URL 
hash, and Cookie. There are also custom or proprietary 
load balancing algorithms which were developed by 
commercial server load balancer vendors or were 
developed for research. The algorithms are usually the 
variants of the common load balancing algorithms such as 
Weighted Round Robin or Weighted Least Connection. 
The purpose of these types of algorithms is usually to 
improve the performance of load distribution to the real 
servers by getting as much information as possible about 
the real servers or clients’ states so that the server load 
balancer is able to determine the optimal traffic 
distribution.    
 *Corresponding author email: majdi.qdah@gmail.com 
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MATERIALS AND METHODS 
 
The Java TCP SLB Software Operation 
The Java TCP server load balancer is a software 
application written in Java that accepts TCP connections 
from clients and then distributes these connections to real 
servers which serve the clients’ requests for specific TCP 
based services such as HTTP or FTP. The server load 
balancer is placed between the clients and the real servers 
in the network connections path. The client connections to 
the real servers are distributed using load balancing 
algorithms such as Round Robin or Least Connection. 
The load balancing configuration is done only on the Java 
TCP Server Load Balancer itself while the real servers 
provide the services to the clients. The Java TCP Server 
Load Balancer offers service availability discovery 
through Health Checking feature. The Java TCP Server 
Load Balancer application is administered and configured 
by using a Java GUI accessible from the host where the 
Java TCP Server Load Balancer is running.   
 
Load Balancing Algorithms Comparison 
The purpose of the comparison is to find the most optimal 
use of load balancing algorithm in the Java TCP Server 
Load Balancer. This is performed with simulated traffic 
from clients to real servers.  In the Round Robin 
algorithm the traffic is sent to the real servers in ordered 
sequence and repeated in a loop. Each of the real servers 
receives equal number of connections from clients 
regardless of its capacity or load.  The Random algorithm 
main use is to distribute connections randomly to any of 
the real servers.  In the Least Connection algorithm, 
traffic is distributed to the server that has the least 

connections and the real server handles connections 
equally with other available servers. The Hash IP Address 
algorithm causes the subsequent connections from the 
same client IP address to connect to the real server where 
the first connection from that IP address is connected. 
 
The Design 
Network Architecture 
As figure 1 show, the Java TCP Server Load Balancer 
runs on a host which has at least two network interface 
cards (NIC). One NIC is used for outside network 
connection such as Wide Area Network (WAN) and the 
Internet. The other NIC is used for the internal network 
where the real servers are located or inside a Local Area 
Network (LAN).  Figure 2 shows the interface of the 
Load Balancing Algorithm. 

 
In using the SLB, below is an example of a step-by-step 
how-to based on specific requirement below: 
 
Service name:  http 
Service port:  80 
IP Address:  0.0.0.0 
Terminate on Disable:  No 
Half Close:  Yes 
Connection TimeOut:  2 seconds 
Connection Failure Limit:  5 
Real servers:  realsever1.fit6z.com 
 realsever2.fit6z.com 
 realsever3.fit6z.com 
 realsever4.fit6z.com 
Algorithm:  Round Robin 
KeepAlive: HTTP 

 
Fig. 1. Overall network architecture. 
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Frequency:  60 seconds 
TimeOut: 5 seconds 
Doc Path: /index.html 
Response Code: 200 
Doc Text: TARGET 
 
In the experiments performed, the HTTP and FTP 
services were used for testing.  Ten different clients with 

different private IP addresses were configured to simulate 
the traffic requesting for the services. Automated scripts 
on each client were configured to request the services 
above at thirty minutes interval. Each client had a script to 
measure the services’ response time while the Java TCP 
Server Load Balancer and the real servers have a 
monitoring program to measure used resources: CPU and 
Memory load.  

 
 
Fig. 2. Server LB tab. 
 

 
Fig. 3. Experiment network diagram. 
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Comparison Metrics  
 
Service Response Time 
This is the most important metric as the performance of 
the service is very dependent on this metric. This metric 
show how long the client takes to complete access to the 
service. This metric has a definition that varies slightly 
from service to service. In HTTP, it is defined as the time 
it takes for a client to completely browse and download 
pages from a website with pre-configured path/links using 
Iceweasel add-on iMacros; while in FTP, it is defined as 
the time it takes for a client to complete a single FTP 
session to the FTP server by authenticating itself and then 
downloading 10 files with different sizes until the 
connection is closed.  
 
Real Server and Java SLB CPU and Memory load 
CPU and Memory load is defined as the total percentage 
of CPU and free Memory on the real server and the Java 
TCP SLB (RADirect, 2007). The CPU and Memory load 
on the Server Load Balancer is a good indication of how 
well is the performance of the individual algorithm 
running on SLB since the SLB software is the most active 
application running during the experiment in the SLB. 
However the CPU and Memory load on the real servers 
are not good indicators of the individual algorithm 
performance because the CPU and Memory load is the 
result of the process of accessing and running the 
application such as web server or FTP server. It is not the 
load from running the SLB software. However in order to 
see the performance of the algorithm, the distribution of 
the load among the servers was used. This can be 
achieved by calculating the standard deviation of the data 
gathered from the real servers CPU and Memory load. 
This is where CPU and Memory load on the real servers 
can be used, that is to measure the distribution of the CPU 
and memory load. The smaller the standard deviation the 
more even the distribution of the load among the real 
servers, which implies a better algorithm.  

The experiment objective was to compare four load 
balancing algorithms which were employed by the Java 
TCP Server Load Balancer. In order to simulate real life 
environment, ten clients, four real servers and one 
monitoring station were required for the experiment apart 
from the most essential host running the server load 
balancer as illustrated in figure 3.  
 
RESULTS AND DISCUSSION 
 
Each client recorded the individual response time from 
each service test. One file was created for every service 
on each client using the script on the client. This file 
contained the response time from each algorithm test 
performed when the SLB was running Linux Debian 4.0.  
 
HTTP 
The average response time from each load balancing 
algorithm test was computed for each client for the HTTP 
service with SLB running on Linux Debian and was 
recorded in table 1.  
 
The average of the values for each algorithm was then 
computed to get the average for specific algorithm 
response time using all the values from the clients. Based 
on the results from table 1, the algorithms’ response times 
are close to each other, which imply that the performance 
of the HTTP service is generally the same among the real 
servers no matter which algorithm was used.  Figure 4(a-
d) shows the CPU load on the SLB against running each 
algorithm for thirty minutes.  
 
These results show that the distribution process of the 
load on the SLB for HTTP service was very light. It was 
less than 10 percent of CPU usage on average for any 
algorithm. This indicates that the SLB does not require 
high CPU power to process clients’ HTTP requests. 
Possible reasons for this event is the size of files i.e. data 
that was transferred from real servers to clients which was 

Table 1. HTTP Service Response Time. 

Service Average Response Time (seconds)  
Round Robin Hash IP Least Conn. Random 

Client 1 239.56 244.68 248.38 249.84 
Client 2 291.12 125.94 299.85 303.45 
Client 3 209.52 212.47 216.86 219.69 
Client 4 224.54 227.84 233.24 236.28 
Client 5 194.78 197.26 199.53 202.45 
Client 6 219.41 225.44 225.11 231.00 
Client 7 209.29 207.81 210.15 211.14 
Client 8 115.05 115.47 116.82 118.54 
Client 9 255.09 258.66 261.22 263.04 
Client 10 165.18 165.93 167.24 174.11 
Algorithm Average Response 
Time (seconds) 212.35 198.15 217.84 220.95 
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not very large. Thus the transfer of the static HTML files 
and images do not require high CPU usage. The total size 
of the website on the real server was 152 MB but the 
majority of individual websites files were small.  
 
Figure 5(a-d) shows the Memory load on the SLB against 
running the algorithm for thirty minutes and a table 2 
shows the maximum Memory usage in each thirty minute 
test. 
 
The above results show that generally the SLB Memory 
usage gets higher as the test progresses. The difference is 
in the pattern of Memory usage. The pattern for Round 
Robin algorithm is especially a little bit different than 

those of the other three algorithms. With Round Robin, 
the usage fluctuation is significant; it is relatively high 
and occurs quite early compared to other algorithms. 
Looking at the Maximum Memory Usage table, Round 
Robin has the lowest usage of Memory. This means that 
the size of fluctuation of usage of the Round Robin 
algorithm actually is similar to the other algorithms 
because the graphs of the other three algorithms have a 
larger maximum value of y-axis so it appears that the 
fluctuation of usage is smaller. The difference with Round 
Robin is that the fluctuation of usage starts early. These 
results also show that for HTTP service, Round Robin is 
the best algorithm in terms of Memory usage on the SLB. 
 

  
Fig. 4(a). Round Robin. Fig. 4(b). Hash IP Address. 

  
Fig. 4(c). Least Connection. Fig. 4(d). Random. 

  
Fig. 5(a). Round Robin. Fig. 5(b). Hash IP Address. 

  
Fig. 5(c). Least Connection. Fig. 5(d). Random. 
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Figure 6 (a-d) shows the CPU load on the real servers 
against running each of the algorithms for thirty minutes.  
 
Based on the above results, the CPU usage on the real 
servers is very low for the same reasons mentioned 
previously i.e. the HTML files and images are small and 
also the HTTP server processes the client static files 
requests requiring only low CPU power. There is also no 
significant difference in performance among the 
algorithm. As mentioned under the “performance metric”, 
it is not the CPU or Memory usage that indicates 
algorithm performance, it is the distribution of the load 
that is important. From these results since the load on 
each real servers are close to each other, it means that the 
load is distributed evenly among the real servers.  
 
Figures 7(a-d) to 10(a-d) show the Memory load on the 
real servers against running each one of the algorithms for 
thirty minutes and tables that show the maximum 
Memory usage in each thirty minute test.  Tables 3 to 6 
show the maximum memory usage for each one of the 
algorithms. 
 
The results show that in all test cases the free Memory 
was decreasing as the tests progressed. This was expected 
and the only difference was just the rate of usage towards 
the end of the test and the maximum usage. There was no 
significant event that needed attention based on these 
results.  

 
FTP 
The average of response times from each load balancing 
algorithm test was calculated for each client for FTP 
service with SLB running on Linux Debian and recorded 
in the table 7. 
 
Based on the results from the table, the algorithm 
response times are quite close to each other which imply 
that the performance of the FTP service is generally the 
same among the real servers no matter which algorithm is 
used. This results show that the distribution process of the 
load on the SLB for FTP service requires more than 30 
percent of CPU usage on average for any algorithm. This 
indicates that the SLB requires significant CPU power to 
process client request to transfer files. Possible reason for 
this event is the size of files i.e. data that is transferred 
from real servers to clients is bigger than that of in HTTP 
service. Thus the transfer of ten files with multiple sizes 
requires significant CPU usage. Also, the results show 
that generally the SLB Memory usage gets higher as the 
test progresses except for Hash IP Address and Least 
Connection algorithms. In Hash IP Address test, the rate 
of Memory usage decreases towards the end of the test 
(increase of the graph means increase of free Memory) 
while with Least Connection the Memory usage drops 
very rapidly after about 20 minutes. A possible 
explanation for this outcome is that the FTP session 
finishes early compared to other algorithms.  The Least 

Table 2. SLB maximum memory usage. 
 

Java SLB Round Robin Hash IP Least Conn. Random 
Maximum Memory Usage 
(kiloBytes) 1600 3800 2800 2800 
 

  
Fig. 6(a). Round Robin. Fig. 6(b). Hash IP Address. 

  
Fig. 6(c). Least Connection.  Fig. 6(d). Random. 
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Connection algorithm had the lowest usage of Memory. 
This value does not take into account the Memory usage 
drop because the values after the drop are not likely 

contributed by the FTP session. It is the maximum usage 
from the start of the test until the Memory usage starts to 
drop.  

Round Robin 
 

  
Fig. 7(a). Real Server 1 Fig. 7(b). Real Server 2 

  
Fig. 7(c). Real Server 3. Fig. 7(d). Real Server 4. 
 

Table 3. Maximum memory usage with Round Robin. 

 real server 1 real server 2 real server 3 real server 4 
Maximum Memory Usage 
(kiloBytes) 3200 3500 2800 2700 
 

Hash IP Address 
 

  
Fig. 8(a). Real Server 1. Fig. 8(b). Real Server 2. 

  
Fig. 8(c). Real Server 3. Fig. 8(d). Real Server 4. 

Table 4. Maximum memory usage with Hash IP Address. 

 real server 1 real server 2 real server 3 real server 4 
Maximum Memory Usage 
(kiloBytes) 500 2600 2400 1100 
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In addition, the results show that for FTP session, the real 
servers have used a significant CPU power. There are two 
important characteristics that can be concluded: the first 

one is the closeness between the graph lines representing 
the CPU usage load and the second one is the fluctuation 
of individual line. The first characteristic represents the 

Least Connection 
 

  
Fig. 9(a). Real Server 1. Fig. 9(b). Real Server 2. 

  
Fig. 9(c). Real Server 3. Fig. 9(d). Real Server 4. 
Table 5. Maximum memory usage with Least Connection. 
 real server 1 real server 2 real server 3 real server 4 
Maximum Memory Usage 
(kiloBytes) 2200 1700 1200 2800 
 

Random 
 

  
Fig. 10(a). Real Server 1. Fig. 10(b). Real Server 2. 

  
Fig. 10(c). Real Server 3. Fig.  10(d). Real Server 4. 

Table 6. Maximum memory usage with Random. 
 

 real server 1 real server 2 real server 3 real server 4 
Maximum Memory Usage 
(kiloBytes) 1800 (N.A.) 1250 1300 
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load distribution among the real servers. Closer graph 
lines mean a more even distribution of load. The second 
characteristic represents the change of load on that 
particular real server. It can be observed that each graph 
shows both characteristics but differ in magnitude.  The 
graph that has the closest lines with each other is the 
Least Connection algorithm graph and the least is the 
Random algorithm graph. This means Least Connection 
algorithm distributes load the most even among the 
algorithms and Random algorithm is the least efficient in 
distributing the load evenly based on the CPU usage. It is 
also observed that the Hash IP Address graph lines are the 
least fluctuating and the most fluctuating is Random 
algorithm. This is expected since Hash IP algorithm keeps 
the same source IP address into the same real server. This 
causes the CPU to process the same load from the same 
client which results in least fluctuating CPU usage. The 
real server results show that in all test cases the free 
Memory was decreasing as the tests progressed. This is 
expected and the only difference is just the rate of usage 
towards the end of the test and the maximum usage. The 
Memory usage is not directly contributed by the 
algorithm; instead it is a direct result from the processes 
running on the real servers themselves. There is no 

significant event that needs attention based on these 
results.  
 
Load Balancing Algorithms Rank 
Based on the previous tables that summarized the results, 
it is possible to rank the algorithms in terms of the 
efficiency of the algorithms in distributing requests to 
specific application. The algorithm rank is shown in table 
below: 
(N.A. means Not Applicable) 
 
Legend: RR  =  Round Robin 
 HIP =  Hash IP Address 
 LC =  Least Connection 
 RD =  Random 
 
CONCLUSIONS 
 
The Java TCP Server has been developed with big 
improvement to an existing load balancing algorithms. 
The most important of improvements is the addition of 
two more algorithms namely Least Connection and 
Random algorithms. In the experiment performed, three 
performance metrics have been used to determine the best 

Table 7. FTP Service Response Time. 
 

Service Average Response Time (seconds)  
Round Robin Hash IP Least Conn. Random 

Client 1 300.11 338.26 319.27 336.49 
Client 2 322.34 333.09 319.21 327.22 
Client 3 321.91 302.50 340.92 344.02 
Client 4 317.49 305.56 320.78 326.14 
Client 5 332.97 356.43 326.97 328.49 
Client 6 323.98 305.55 317.91 334.76 
Client 7 388.45 371.68 346.08 345.18 
Client 8 327.37 367.00 321.29 341.00 
Client 9 326.45 330.74 337.63 339.72 
Client 10 332.62 299.82 336.57 320.08 
Algorithm Average 
Response Time (seconds) 329.37 331.06 328.66 334.31 

 
Table 8. Algorithms Rank with Linux.  
 

ALGOIRTHMS’ RANK STD. DEV APPL HOST METRIC 1st 2nd 3rd 4th 1st Algo 
Client Response Time HIP RR LC RD N.A. 

CPU No significant difference  SLB Memory RR LC RD HIP N.A. 
CPU LC HIP RD RR  

HTTP 
Real 
Servers Memory RD RR LC HIP 304.13 
Client Response Time LC RR HIP RD N.A. 

CPU No significant difference  SLB Memory LC HIP RR RD N.A. 
CPU LC RR RD HIP  

FTP 
Real 
Servers Memory LC HIP RR RD 221.27 
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algorithm for each of the HTTP and FTP services. The 
performance metrics are service response time, CPU load 
and Memory load of the Java TCP Server Load Balancer 
and the real servers. The most important conclusion from 
the experiment is that the performance of the services 
tested namely HTTP and FTP is not actually directly 
influenced by the load balancing algorithm.  Also, the 
experiments have concluded that each of the Java TCP 
Server Load Balancer algorithms distributes the load to 
real servers exactly the way it was suppose to do. This is 
proven by real servers CPU and Memory load usage data 
and graphs, specifically the standard deviation value. 
Smaller standard deviation means a more even load 
distribution.     
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ABSTRACT 
 
In this paper, the main paradoxes are interpreted in such a way that they lead to the equivalence of a sentence and its 
negative s sc. 
In classical logic, paradoxes define sentences that contradict themselves. These sentences support strategies for proving 
theorems. In fuzzy logic, paradoxes lie at the center of hyper-cubes. It can then be established that changing the 
framework eliminates paradoxes. Paradoxes therefore show us how to change the “teaching process” framework so as to 
transcend the obstacles they bring about to teaching and learning.  
• The meaning of “nearby”1 is examined in two research frameworks.  
• A criterion for evaluating the “teaching process” is developed through a classification of mental activity by means of 

the measurement of the “fuzzy entropy” determining the internalization of concepts in every context.  
Finally, the contextual approach to mathematical certainties is accepted.  
 
Keywords: characteristic function, fuzzy logic, membership function, classical logic, entitlement system, hyper-cubes, 
propositional type, fuzzy set, fuzzy entropy.  
 
INTRODUCTION 
 
The sentences defining paradoxes cannot be predicative, 
which means that paradoxes are usually introduced by 
interrogative sentences. These sentences are defined by 
fuzzy sets and reveal an inconsistency. The inconsistency 
of the interrogative sentences has an epistemological basis 
and expresses neutrality in order not to influence the 
answer. Semantically speaking, it is thus precisely in the 
middle of the two meanings, either of which can be 
expected as an answer. Their contradictory nature is 
determined by the initial defining experience. This 
experience relates to the use of a property describing a set 
of objects (Anapolitanos, 1985). 
 
When this property is not monitored, it defines a “class”. 
If a set is to be defined by this property, the property must 
relate to the elements of an extant set. This gives the 
mathematical activity a frame of reference. The frame of 
reference is defined by a function determining the degree 
to which a given element participates in a set, which is to 
say it is defined by its allowing us to construct a set by 
recognizing its elements. Of course, the elements may 
well belong only partially to the set. Thus, classical logic 
looks to the “characteristic” function 1,

0,A

x A
x

x A
µ

∈⎧
= ⎨ ∉⎩

 

(King, 1998) as a membership function. In fuzzy logic, 
frameworks develop which are defined by the 
membership function pertaining in each case. Classical 
logic dominates thanks to its ability to construct logical 

categories which serve as a means of communication.  
 

The Interpretation of Paradoxes 
Paradoxes are sentences which reveal contradictions when 
they are subject to interpretation using classical logic. In a 
fuzzy logic context, these contradictions are eliminated, 
which brings into being a new mechanism for 
constructing mathematic concepts. It is common 
knowledge that, as well as using concepts, mathematics 
operates in the main by constructing them (Kant, 1781). 
The new perspective afforded by fuzzy logic introduced 
various new possibilities which served to maximize the 
possibility of constructing new concepts.  
 
Applying modus ponens, axioms lead to sentences that do 
not contradict one another during the construction of 
mathematic concepts. The acceptance of the truth of a 
contradiction implies everything, allowing us to prove or 
reject anything in dual-value (classical) logic (1).  
(1) In classical logic, the truth of a contradiction 

css ∩ means that any sentence P is true.  

Let css ∩   s (α) 
css ∩   sc (α) 

then [s  Ps ∪ ] ~  sc  P 
sc   (α) Modus ponens 
P : P anything  Kosko (1987) 
If s  P if this s  P doesn’t stand then sc  P  
s     sc  
then P : P   anything then P : P anything 

*Corresponding author email: ikarako@sch.graazaaz@inbox.ru 
1 Fuzzy linguistic labels expressed by fuzzy variables. 
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There is near zero tolerance for views that accept 
contradictions. As far as classical logic is concerned, self-
refuting sentences are complex intuition that cannot 
construct concepts (Kant, 1781). 
 
Although paradoxes initially serving as a mechanism for 
constructing mathematic concepts of some form in a 
working framework, they subsequently came to obstruct 
the construction of mathematic concepts of a different 
texture. The explanation of paradoxes in a fuzzy logic 
context creates an obstacle-free space in order to optimize 
mathematical activity. Knowledge is improved and 
disseminated better in suitably-designed teaching 
environments.  
 
In a classical logic context, the claim ≠∩ cAA Φ is 
unfounded. Of course, if we insist on the force of truth in 
our argument, we have to change the structure of logic. 
An argument is wrong if it is found to contain a paradox. 
If, however, rather than rejecting the argument, we are 
rejecting the dual-value and ascribing a value of the truth 
of sentence s instead of t (s) = 0 or t (s) = 1, a value in the 
closed interval [0, 1], i.e. 0 ≤ t(s) ≤ 1,2,3 (2) then the 
paradoxes generalize into fuzzy sets and logic into fuzzy 
logic. 
  
In fuzzy logic, the value of the sentence s, t(s) and the 
value of the sentence sc, t(sc) are linked by the relationship 
t (sc) = 1 – t (s). Sentence s is defined by a fuzzy set Α and 
sentence sc by a fuzzy set Αc in which the relationship 

≠∩ cAA Φ makes sense.  
Paradoxes result in the equivalence of two 
sentences css⇔ , as a conjunction of two entailments. 
The most ancient paradox is the following: 
"Is the Cretan philosopher (Epimenides) telling the truth 
or is he lying when he claims: “Every Cretan is a liar?”4 
 
Let s be the sentence: "The Cretan philosopher is telling 
the truth" 
 
and sc be the sentence: "The Cretan philosopher is lying" 
Interpretation—Method 
 
If “the Cretan philosopher is telling the truth”, then, since 
every Cretan lies, it must be that “the Cretan philosopher 
is lying”, i.e., css ⇒  (1) 

                                                 
2  This claim is an interpretation of the law of the union of 

opposites, a basic law of dialectics 
3  That the value of the sentence (s), t(s) lies within [0, 1] 

for empirical sentences is accepted by numerous 
theoreticians as corresponding incompletely with reality 

4 This sentence is not a real paradox in terms of the 
classical meaning of the term.  

If “The Cretan philosopher is lying”, then, since every 
Cretan is lying, it must be that “The Cretan philosopher is 
telling the truth”, i.e., ssc ⇒  (2) 

From (1) and (2) we end up with, css⇔ . 
Epimenides’ paradox can be generalized for every self-
referential sentence as follows: 
 
"I tell the truth or lies when I claim that I lie”. 
 
Let  s be the sentence: "I tell the truth" sc the sentence: "I 
lie" 
• If I am telling the truth, the claim that I lie is true. 

Therefore I lie: i.e. css⇒ .  
• If I am lying, then my claim to be lying is false. 

Therefore I am telling the truth: i.e. is, sc=> s. 
 
Finally, conjoining the two entailments I have, css⇔ . 
 
We can see that every known paradox—and, indeed, 
every sentence that has still to be discovered to be 
internally contradictory—results in an equivalence 
between a sentence and its denial.  
 
Let it be the table of truth of the logical propositional type 
of equivalence between two random sentences 
(Mytilineos, 1993). 
 
P Q P <=> Q 
1 1 1 
1 0 0 
0 1 0 
0 0 1 

 
The logical operator of 
equivalence is true when both 
sentences have the same truth 
value, and then alone.  

 
• Classical logic defines an evaluation function U:Π  

{0, 1}, where Π is the set of the sentences of 
language Γ. 

• For fuzzy logic, the evaluation function is defined as: 
t: Π  [0, 1] 

 
Classical logic: s<=>sc or U(s) = U(sc), since the values of 
U with S as an argument and U with sc as an argument 
are, respectively, 0 or 1 and vice versa, we end up with a 
contradiction 0=1 or 1=05,  (Anapolitanos, 1985). 
 
Fuzzy logic: s <=> sc or t(s) = t(sc) or t(s) = 1 – t(s), [t(sc) 
= 1-t(s)] hold under fuzzy logic, giving us t(s) = t(sc) = ½. 
(Klir and Bo, 1995). 
 
There is no contradiction, rather a half-empty / half-full 
glass perspective. 
 
                                                 
5  Every contradiction results in a sentence of the form 

0=1 or 1=0 
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The contradiction inherent to the self-negating sentences 
of the paradoxes is a statement to the effect that the 
mathematical object does not exist, which brings a 
strategy into play for constructing concepts: an indirect 
proof, proof by reduction ad absurdum. Applying this 
strategy, we make a hypothesis and then prove that the 
hypothesis leads to a self-contradiction (ad absurdum). 
We then go back to the hypothesis and disprove it6  
(Drossos and Papadopetrakis, 1985). 
 
Only one step in this strategy is made by entailment: if (Α 
=> Β) Α presumes Β and B is false or leads to the wrong 
way, then we deny A (we accuse the cause for the result]. 
 
A strategy with a similar form (which the creative subject 
uses to construct mathematical concepts) is where A or B 
presume Γ, and if Γ is false then either A is false or B is 
false or both are false.  
 
But if we suppose that hypothesis Y (applying the laws of 

logic and mathematics) results in the sentence css ∩ , then 
by what authority can we conclude that the sentence is 
100% wrong? Using similar powerful arguments, fuzzy 

logic tells us that css ∩  are valid, except that both s and 
sc are 50% true. We saw above that self-referential 
paradoxes correspond to the midpoint of the line 
connecting zero and one. 
 
Paradoxes show that dual-value comes at a cost. We 
cannot always round off the description of a fact at no 
cost. Accuracy is exchanged for simplicity, and we pay 
for the exchange (Kosko, 1987). 
 
“Paradoxes” as Hyper-Cube Centers  
A single dimensional hyper-cube is the straight section of 
the line of real numbers from zero to one, that is [0,1]. 
 
In two dimensions, this is the unit square; in three 
dimensions, it is the unit solid cube and so on (Tzafestas, 
1994). 
 
Consider sentence s to be defined by a fuzzy set A. The 
fuzzy set A is defined as follows: Let X be a reference 
hyper-set X = {x1, x2}, P (x) the power set of Χ. 
 
P (x) = {Φ, {x1}, {x2}, {x1, x2}}. Α fuzzy sub-set of X, Α 
= {(x1, 1/3), (x2, 3/4)}. 
 
We define the Fit (fuzzy unit) vector of the fuzzy set fV: 
X  [0,1] x [0,1]. 
 Φ = {(x1,0), (x2,0)}  has fit vector (0,0) 
{x1} = {(x1,1), (x2,o)} “ “ “               (1,0) 

                                                 
6  Socrates would apply this strategy to prevail over his 

interlocutor 

{x2} = {(x1,0), (x2,1)} “ “ “               (0,1) 
{x1,x2} = {(x1,1), (x2,1)} “ “ “               (1,1) 
A = {(x1,1/3), (x2,3/4)} “ “ “              (1/3, 3/4) 
 
Geometrically illustrated as follows: 

(0,1) (1,1)

0 (0,0) (1 ,0)

cAA ∩ Ac(2/3, 1/4)

B (1/2, 1/2)

A (1/3, 3/4)
cAA∪

 (1/3, 1 /4)

(2 /3,
1/4)

 

 
Αc = {(x1, 2/3), (x2, 1/4)} 

cAA ∩ = {(x1, 1/3), (x2, 1/4)} 
cAA ∪ = {(x1, 2/3), (x2, 3/4)} 

The measure of entropy 
 used to gauge 

mental activity 
   

Fig. 1. For the set Β = {(x1, 1/2), (x2, 
½)} we have E(B)=1 

 
We observe that the maximum of entropy is consumed. 
We conclude that the perception of the paradoxes 
demands the consumption of the maximum mental 
entropy.  
 
The angles of the hyper-cube remain dual-valued. All 
other points belong to fuzzy logic Kosko (1997). At the 
midpoint B, the fuzzy sets Bc, cB B∩ , cB B∪ are 
identical to B. It is the point where paradoxes are 
illustrated. The centers of the hyper-cubes for all 
dimensions are the points where the “paradoxes” reside. 
The geometrical illustration in the two-dimensional 
hyper-cube provides an oversight of the square with 
apexes at Α, Αc, cAA ∩  and cAA ∪  which imbue 
with meaning the fuzzy sets that define the amplitude of a 
concept with argument sentence s.  
 
The interpretation of paradoxes lies at the center of the 
hyper-cubes. This new interpretation opens up new 
avenues in mathematical creation as new mathematical 
concepts are structured diachronically. The use of fuzzy 
sets and of fuzzy logic in the teaching process is an 
everyday practice. Awareness of this process has resulted 
in the successful mathematization of thought using 
language as a tool furthering the optimization of the 
teaching process.  
 
Change of context 
(First) A’ Approach of the Concept of “Nearby” 
 
We consider the sentence s: “Real numbers near five (5) 
included in the interval [0,10]”. 
 
Sentence s is defined by the fuzzy set A.  

( ) [ ] 2

1, ( ) : 0,10 , ( )
1 ( 5)A AA x x x x

x
µ µ

⎧ ⎫
= ∈ =⎨ ⎬+ −⎩ ⎭

 

Sentence sc is defined by the fuzzy set Ac. 
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The membership function µΑ(x) is defined intuitively. 
The two functions can be represented thus:  
 

1 2 3 4 5 6 7 8 9 10

Y=1/2 

Y=1

(0,0)

µΑ(x)

µΑ (x)c  

1 2 3 4 5 6 7 8 9 10

Y=1/2 

Y=1

(0,0)

µΑ(x)

µΑ (x)c  µΑ (x)c  

 
 
Fig. 2. 
 

( ) { }{ }, ( ) : [0,10], ( ) max ( ), ( )c c c
c

AA A A A A
A A x x x x x xµ µ µ µ

∪ ∪
∪ = ∈ =  

and 
( ) { }{ }, ( ) : [0,10], ( ) min ( ), ( )c c c

c
AA A A A A

A A x x x x x xµ µ µ µ
∩ ∩

∩ = ∈ = . 

The measure of fuzziness for fuzzy set Α is defined by the 

price of fuzzy entropy ( )
c

c

A A
E A

A A

∩
=

∪
 (Kosko, 1997). 

It is calculated to 

be
24 5

2 20 4

1 1 ( 5)
2 1 ( 5) 1 ( 5)

c xA A dx dx
x x

−
∩ = + =

+ − + −∫ ∫  

= 1 4 5 1 5
0 4 4tan ( 5) [ ] tan ( 5) 0.6x x x− −⎡ ⎤ ⎡ ⎤− + − − ≈⎣ ⎦ ⎣ ⎦  

It is also calculated to be 
24 5

2 20 4

1 ( 5) 1 2,43
2 1 ( 5) 1 ( 5)

c xA A dx dx
x x
−

∪ = + =
+ − + −∫ ∫  

So  
0.6( ) 0,2,
2.43

E A = =  ( ) 0.2E A =  

 
In the particular framework, which is defined by µΑ(x), the 
mental system spends Ε(Α) = 0.2 on interiorizing fuzzy 
set Α. 
 
Second Approach to the Concept of “Nearby” (vicinity) 
Sentence s is defined by a fuzzy set Β,  
 

( )

1 1 , 1 5
4 4

, ( ) : [0,10], ( ) 0
1 9 , 5 9
4 4

B B

x x

B x x x x x

x x

µ µ

⎧ ⎫⎧ ⎫− ≤ <⎪ ⎪⎪ ⎪
⎪ ⎪⎪ ⎪

= ∈ = ∀⎨ ⎨ ⎬⎬
⎪ ⎪ ⎪⎪
⎪ ⎪ ⎪⎪− + ≤ ≤

⎩ ⎭⎩ ⎭

 

 
Sentence sc is defined by the fuzzy set Bc, 

( )

1 5 , 1 5
4 4

, ( ) : [0,10], ( ) 0
1 5 , 5 9
4 4

c c
c

B B

x x

B x x x x x

x x

µ µ

⎧ ⎫⎧ ⎫+ ≤ <⎪ ⎪⎪ ⎪
⎪ ⎪⎪ ⎪

= ∈ = ∀⎨ ⎨ ⎬⎬
⎪ ⎪ ⎪⎪
⎪ ⎪ ⎪⎪− ≤ ≤

⎩ ⎭⎩ ⎭

 

 
The two functions are illustrated thus: 

1 2 3 4 5 6 7 8 9 10

Y=1

1 2 3 4 5 6 7 8 9 10

Y=1

c  µΒ(x)µΒ (x)

 
Fig. 3. 
 
It is calculated that  
 

3 5

1 3

1 1 1 1 5 1
2 4 4 4 4

cB B x dx x dx⎛ ⎞ ⎛ ⎞∩ = − + − + =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠∫ ∫  

Also it is calculated that  
3 5

1 3

1 1 5 1 1 3
2 4 4 4 4

cB B x dx x dx⎛ ⎞ ⎛ ⎞∪ = − + + − =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠∫ ∫  

Thus  1( )
3

E B =  

 
Partial Conclusions 
During the mental function of interiorization (Cooper, 
1739-1839) of the fuzzy sets Α and Β, different amounts 
of fuzzy entropy are expended. Fuzzy sets Α and Β 
comprise a definition for the same sentence s. The 
codification of the sentence is effected by means of 
different membership functions. The expense of mental 
entropy is different and scaled as follows: 

( ) ( )E A E B< . 
 
The principle of maximum benefit tells us the quality of 
mental work is hierarchically superior when it expends 
less fuzzy entropy to accomplish the same mental activity.  
 
Meaning that the teaching process must orientate itself 
towards developing the “membership function” in the 
student required for successful learning at minimum cost. 
This selection is often made “intuitively”.  
 
It is intuitively correct to say that the membership 
function’s rate of transition should increase when the 
conviction that element x belongs to fuzzy set A is 
reinforced. Analytically this is expressed by the function:  
 

dµΑ(x)/dx = k.µΑ(x)(1-µΑ(x))  
 
Winding this up, µΑ(x)=1/(1exp(a-bx)), where the 
constants a, b derive from the conditions determined by 
the teaching process. Classical logic chooses the proper 
“membership function” to replace intuition, meaning the 
selection is made using scientific—and primarily 
mathematical—tools.  
 
The development of the concept of “nearby” (vicinity) in 
Varied Teaching Contexts 
 
The evaluation of whether the number (3) is near the 
number five (5) is clear in the first context 

1 4(3) (3)
5 5 cA A

µ µ= < = . Specifically, the number three (3) 
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is 20% near the number five (5). Approximating, we shift 
to a classical logic context and resolve that the number 
three (3) does not belong near the number five (5). 
 

In the second interpretational context, 
1(3) (3)
2 cB B

µ µ= = . The number three (3) is 50% near the 

number five and is 50% not near the number five (5). 
Which makes it impossible to approximate in classical 
logic; we therefore have a “paradox”. Of course, changing 
the context eliminates the paradox in question. But there 
is a paradox inherent to the structure of the new context. 
 
Specifically, in the initial context, the reply to the 
question whether the number four is in the vicinity of the 
number five (5) is not clear if we demand an 
interpretation in the context of classical logic. This is the 
case because 1(4) (4)

5 cA A
µ µ= = . Meaning there is even 

equivalence for the decision posed by the question, if the 
number four (4) belongs to fuzzy set Α, which defines the 
numbers as being in the vicinity of five (5) and of its 
refusal, which determines the numbers that are not in the 
vicinity of the number (5).  
 
The change of context and the approximation to 
knowledge in a variety of contexts is ultimately a 
condition with a sound basis.  
 
The use of paradoxes for backing up arguments in a 
research framework is common practice in mathematical 
creativity. It is also a tool for constructing mathematical 
concepts, since paradoxes function as a primitive “taboo”, 
meaning the prohibition of a “totem”. [Murder or eating a 
sacred animal—a totem—is prohibited, except under 
particular conditions with a symbolic meaning] (Freud, 
1913). The paradox is a contemporary “taboo” and 
comprises a prohibition on a symbolic level relating to a 
specific “totemic” element of knowledge. The breaking of 
taboos, brought about by a change in context, is necessary 
for those seeking to structure or teach knowledge. The 
context changes when the membership function changes. 
There are paradoxes in every context which, inherent to 
the structure of the context, constitute axes around which 
knowledge is structured. Mental procedures are codified 
in fuzzy sets which are handled by the mental system 
using fuzzy logic as its method. Paradoxes lead mental 
procedures towards the rational.  
 
CONCLUSIONS 
 

Paradoxes define prohibiting values upon which rational 
thinking is organized.  
 
The sentences which define paradoxes end up with the 
equivalence of a sentence and its negative [ cs s⇔ ]. In a 
classic logic context, the logical type defines a 
contradiction. It is also a criterion for rejection and a 
useful tool for organizing thinking. Using this tool, man is 

better able to construct sets. In essence, this lays the 
foundations for the mathematization of thinking and 
develops the ability to construct mathematical concepts.  
 

• A specific paradox does not exist in every 
mathematical universe; it exists in a context. 

• The research context is defined by a function 
defining an element’s membership percentage in a 
set: the so called “membership function”. 

• In a classical logic context, the membership function 
is the typical function 1,

( )
0,A

x A
x

x A
µ

∈⎧
=⎨ ∉⎩

 (King, 1998).  

• There are numerous research fields in fuzzy logic. In 
those fields, the research context is in each case 
defined by the membership function. It has been 
discerned that paradoxes are eliminated when the 
research context changes in a suitable way. In the 
new context, other paradoxes appear which are 
inherent to the context. 

• The change in context and the mathematic activity 
linked to it are a fundamental research duty for all 
those researching the didactics of mathematics.  

• Based on the above data, the teacher has a duty to 
plan suitable teaching environments with a view to 
optimizing the teaching process. The principle of 
maximum benefit tells us that optimization is 
achieved when a concept is “interiorized” to the 
maximum with the minimum expense of mental 
activity (i.e. at the cost of the minimum “fuzzy 
entropy”).  
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ABSTRACT 
 
A key concept in the restructuring of the electric power industry is the ability to accurately and rapidly quantify the 
capabilities of the transmission system.  Available transfer capability (ATC) calculation is a complicated task, which 
involves the determination of Total transfer capability (TTC) and its two margins -- Capacity Benefit Margin (CBM) and 
Transmission Reliability Margin (TRM). Transmission transfer capability is limited by a number of different 
mechanisms including thermal, voltage and stability constraints.  ATC is a limit to the amount of power that can be 
exchanged between two buses or areas. The calculation of ATC has traditionally been a deterministic calculation. 
However, loads and line status are stochastic phenomena that possess uncertainties.  Load flow is an essential tool in the 
assessment of ATC. Once the TTC is computed under one set of operating conditions or assumptions, it is useful to 
determine the effect of the uncertainties in the input parameters, namely load and line parameters.  This paper presents 
the impact of these uncertainties on the transfer capability and its expected price.  This would be particularly helpful in 
determining the appropriate reliability margin and the respective ATC.  The proposed method has been tested on IEEE 
14 bus test system and the results are presented.  Further the results are compared with their respective deterministic 
values.  
 
Keywords: Load flow, available transfer capability (ATC), total transfer capability (TTC), power system planning. 
 
 
INTRODUCTION 
 
The power system transfer capability indicates how much 
inter-area power transfers could be increased without 
compromising system security.  Accurate identification of 
this capability provides vital information for both 
planning and operation of the power market.  According 
to NERC’s definition, ATC is a measure of the transfer 
capability remaining in the physical transmission network 
for future commercial activity over and above already 
committed uses (NERC, 1996).  ATC can be 
mathematically defined as the total transfer capability 
(TTC) less the transmission reliability margin (TRM), less 
the sum of existing commitments and the capacity benefit 
margin (CBM), i.e., if there is no existing commitments, 
ATC can be expressed as, ATC = TTC-TRM-CBM. 
 
TRM accounts for the inherent uncertainty in the system 
conditions and the need for operating flexibility to   
ensure reliable system   operation as system conditions 
change.  CBM is the transfer capability reserved by load 
serving entities to ensure access to generation from 
interconnected system to meet the generation reliability 
requirements. The currently used methods could be 
divided into three types, namely Continuation Power 
Flow (CPF) method, Repeated Power Flow (RPF) method 
and Security Constrained Optimal Power Flow (SCOPF) 
method.   CPF is a general method for finding the 
maximum value of a scalar parameter in a linear function 

of changes in injections at a set of buses in a power flow 
problem.  In principle, CPF increases the loading factor in 
discrete steps and solves the resulting power flow 
problem at each step as formulated by Ajjarapu and 
Christy (1992). However, since CPF ignores the optimal 
distribution of the generation and the loading together 
with the system reactive power, it can give conservative 
transfer capability results. The CPF, in spite of its 
popularity has the disadvantage of its complexity. 
Hamoud (2000) proved that the Repeated Power Flow 
(RPF) method possesses several advantages which 
include the ease of implementation and less time to 
converge.  SCOPF method derived by Yan and Chanan 
(2002) maximize the transfer capability between two 
control areas assuming all OPF-optimized parameters can 
be centrally dispatched.  All of the above methods 
consider fixed input parameters (load demand and line 
parameters) to find the solution.  These parameters are 
considered to be constant and deterministic.  But in 
reality, the loads are uncertain and vary over a range. 
Currently many TTC techniques emphasizes on 
maximizing power transfers alone between interconnected 
areas, hence overlooking market operation considerations. 
It is of foremost importance that the dispatching of market 
should be incorporated into transfer capability 
assessments in the decentralized market. This paper 
addresses the issue of uncertainty in input parameters and 
a framework is proposed to quantify TTC with practical 
condition of market dispatch conditions. 

*Corresponding author email: prabha.umapathy@mmu.edu.my 
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MATERIALS AND METHODS 
 
Background of ATC 
Quantifying the capabilities of a transmission system for 
interchange of power has been of interest over many 
years.  A large percentage of ATC calculations performed 
today utilize linear load flow techniques.  ATC indicates 
how much inter area power transfer could be carried out 
without compromising system security. Accurate 
identification of this capability provides vital information 
for both planning and operation of bulk power market.  A 
system, which can accommodate large inter-area 
transfers, is generally more robust and flexible than a 
system with limited capability.  ATC can also be 
expressed as 
 
ATC = TTC – existing transmission commitments 
 
The information of ATC is an important indicator of the 
system performance in the restructured energy market, as 
it provides the knowledge of power system capability 
about the present system condition. 
 
The general procedure to evaluate ATC can be simplified 
as follows: 
 
• Establish a base case without any violations 
• Define a transfer, which includes a power source 

bus/area and sink bus/area 
• Increase power input in the source bus/area and load 

in the sink bus/area until one of the limit is violated 
• Calculate the maximum delivered power from source 

bus/area to sink bus/area through the transmission 
network 

 
But due to uncertainty in bus loading, the power flows 
within a power network becomes uncertain.  This in turn 
implies that the power flow is also probabilistic. 
Considering the probabilistic aspects of the system input 
parameters, the transfer capability is also of probabilistic 
nature.  These uncertainties need to be accounted for 
system planning and operation. 
 
Economic considerations 
Market restructuring has posed a new challenge in the 
context of TTC computation as transfer capability is no 
longer bounded solely by system operating limits and 
security limits.  In the present scenario, there are two 
main types of electricity markets: namely bilateral trade 
type market and Pool markets.  The bilateral trade type 
market is dominated by independent contracts between 
generators and consumers; while the Pool Co market is a 
transparent structure that allows instantaneous matching 
of electricity supply and demand, whereby generators and 
consumers compete to bid for electricity supply and 
demand under a set of rules and regulations.  It is the 
responsibility of the Independent System Operator (ISO) 

to ensure economic generation, security of the system and 
reliability prior to dispatching in the decentralized market.  
Interconnected systems are aimed to improve economic 
operation and reliability.  Therefore it is essential for ISOs 
to assess ATC and electricity pricing in order to meet the 
goals. 
 
Proposed method  
In electrical power system, the power flow problem is the 
calculation of line power flow for the given load / 
generator schedule and network data.  It is quite 
impossible to estimate these precisely, but they could be 
predicted subject to certain variations. Conventionally the 
input parameters are considered deterministic by Ejebe et 
al. (1998) and Venkatesh et al. (2004).  In this paper, the 
uncertainties due to the input load and line parameters are 
taken into account.  The system is assumed to operate 
under normal conditions, but load and line parameters 
vary within certain range.  A variation of 10% and 5% are 
considered for the load parameters and line parameters 
respectively.  Various case studies have been simulated 
and results of the following are presented. 
 
• System under normal operating conditions 
• Uncertainties due to load parameters 
• Uncertainties due to line parameters 
• Uncertainties due to both load and line parameters 
 
Optimal Power Flow (OPF) is an optimizing tool for 
power system planning, energy management, etc. This has 
been briefly discussed by Wood and Woolenberg (1996). 
Use of OPF is becoming more important in deregulated 
power industry to deploy the resources optimally.  In this 
paper, the optimization of the ATC problem has been 
mathematically formulated as below from equations (1 – 
5). 
 
Objective Function  
Maximize 
f(x)  = )( Di

Si

PMax
D

∆∑
∈

 and  

 
Minimize 

∑
=

++=
ngi

giigiiig PCPbaC 2    (1) 

 
The objective function of the OPF reflects the maximum 
power transfer from one bus/area to another bus/area. 
 
The objective function is subjected to the equality 
constraint: 
 
• The power flow equation of the power network 

0),( =θvg      (2) 
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The inequality constraints are: generation limit, 
transmission line limit and voltage limit. 
 
• Generator limit 

maxmin |||||| GiGiGi PPP ≤≤          (3) 
 
• Transmission line limit 
 max|||| ijij SS ≤                    (4) 
 
 
• Voltage limit 
 maxmin |||||| iii VVV ≤≤             (5) 
 
where, 
 

DiP∆  active power increment of load bus 

GiP  real power generation at   bus i            
 PDi  real  load demand at bus i 
n            bus number of the system 
Vi           voltage magnitude at bus i, j 
Sij transmission line MVA limit 
Cg total generation cost of the system 
ai  , bi,  ci    cost coefficients 
 
Case Study 
The IEEE 14 bus test system is used to demonstrate the 
calculations of ATC using the proposed scheme.  The 
uncertainties in the input load and line parameters are taken 
into account.  The simulation is carried out using the 
MATLAB.   Duane and Bruce (2001) provide an excellent 
reference for the same.   
 
The diagram of the system is shown in figure1.      
       

 
 

Fig.1. IEEE 14 bus test system. 
 

Bus 1 is the swing bus. The study of ATC and the effect 
due to uncertainties in the input parameters are carried out 
by considering bus to bus transfer for the system. The bus 
data is given in table 1. The active power of all the 

generators is kept constant except for the slack bus 
generator, so that the power increase in the load would be 
drawn from the slack bus. The maximum and minimum 
acceptable voltage magnitudes at all load buses are taken 
as 1.1 and 0.95 p.u. The flow limits in all transmission 
lines are given in table 2. When the system is operating 
under the normal operating conditions, the line flows are 
simulated and this gives the results for base case power 
flow. This is achieved by using the fast decoupled load 
flow introduced by Stott and Alsac (1974) which is 
further modified accordingly Prabha and Venkataseshaiah 
(2007). The Optimal Power Flow is used to make a step 
increase in transfer of power. It is taken care that the 
power flow solution does not have any limit violation.  
The TTC level is calculated. The ATC (Megawatt) is 
calculated by using the value of total transfer capability 
minus the base case transfer in the normal operating 
condition. In order to incorporate the uncertainties in the 
input load parameters P(k) and  Q(k), a variation of 10% 
is considered and it is termed as P(k)new and  Q(k)new.  

 
P(k)      =   real power load of kth  bus 
P(k)new  =   real power load of kth  bus 
Q(k)      =   reactive power load of kth  bus 
Q(k)new =   reactive power load of kth  bus 
 
Similarly a variation of 5% is considered for the 
uncertainties in line resistance and reactance and R(jj)new  
and  X(jj)new  are calculated. 
 
R(jj)      =   resistance of the branch – jj 
R(jj)new  =   resistance of the branch – jj 
X(jj)      =   reactance of the branch – jj 
X(jj)new  =   reactance of the branch – jj 
 
 The proposed simulation is demonstrated on this test case 
and the results are discussed. 

 
Table 1. Bus Data.  
 

Bus 
Number 

Real Power 
(MW) 

Reactive 
Power 
(MVar) 

Generation 
(MW) 

1 0 0 0 
2 21.7 12.7 40 
3 94.2 19 0 
4 47.8 -3.9 0 
5 7.6 1.6 0 
6 11.2 7.5 0 
7 0 0 0 
8 0 0 0 
9 29.5 16.6 0 

10 9 5.8 0 
11 3.5 1.8 0 
12 6.1 1.6 0 
13 13.5 5.8 0 
14 14.9 5 0 
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Table 2. Line MVA Limits.  
 

From Bus To Bus MVA Limit 
1 2 130 
1 5 130 
2 3 130 
2 4 130 
2 5 130 
3 4 130 
4 5 130 
4 7 130 
4 9 130 
5 6 130 
6 11 130 
6 12 130 
6 13 130 
7 8 130 
7 9 130 
9 10 130 
9 14 130 

10 11 130 
12 13 130 
13 14 130 

 

RESULTS AND DISCUSSION 
 
The IEEE 14 bus test system is used to perform the 
simulation.  The simulation is performed considering two 
cases. Case 1 is simulated for the base case load flow 
without any contingency and case 2 is simulated for 
calculating ATC. For both cases, the different uncertainties 
are incorporated as individual sub problems and their 
results are discussed in this section. 
 
Case 1: The voltage profile for the base case load flow is 
presented in table 3. 
 
For all the uncertainties, it is observed that the actual real 
and reactive power generation has increased by around 
10% from its original base case value. Also, real and 
reactive power losses in the lines are significantly 
increased.  Particularly, when line uncertainty alone is 
taken into account, there is a considerable increase in the 
real and reactive power losses compared with uncertainty 
in load parameters. 
 
Case 2: The ATC values calculated for different 
transactions between the buses are shown in table 4. 

 
The ATC values are calculated for each of the transaction 

Table 3. Voltage profile for different uncertainties. 
 

Bus # Base case Load variation only Line variation only Load & Line variation
1 1 1 1 1 
2 1 1 1 1 
3 1 1 1 1 
4 0.98 0.977 0.979 0.976 
5 0.982 0.979 0.981 0.978 
6 1 1 1 1 
7 0.985 0.982 0.984 0.98 
8 1 1 1 1 
9 0.979 0.975 0.978 0.973 

10 0.975 0.971 0.973 0.969 
11 0.984 0.981 0.983 0.98 
12 0.984 0.982 0.983 0.981 
13 0.978 0.975 0.977 0.974 
14 0.959 0.953 0.957 0.951 

 
Table 4.  Atc and expected price. 

 
Sending Bus Receiving Bus ATC in MW Expected Price in $ Limiting Element (Bus and Line limits)

3 6 2.41 241 Buses 5 and 6 
2 9 8.15 815 Buses 4 and 7 
3 13 14.57 1457 Buses 6 and 12 
1 13 2.91 291 Line MVA limit 1-2 
2 14 16.08 1608 Bus 14 
1 3 4.71 471 Line MVA limit 1-2 and Bus14 
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between all the bus pairs.  Also the ATC values are 
calculated for different uncertainties listed in this paper.  
   
Effect of ATC considering load variation only 
It is observed that the line MVA limits for the lines 1-2 
got violated earlier than the base case ATC. 
 
Effect of ATC considering line variation only 
The voltages of bus 6 and bus 7 are violated and its value 
reached less than Vmin.  Also, the line MVA limits violated 
for lines 1-2 earlier than the base case ATC. 
 
Effect of ATC considering both load and line variation 
When the uncertainties in both load and line parameters 
are considered, it is noted that the voltages of bus 4,5,6 
and 7 violated and the line MVA limits for lines 1-2 
violated much earlier than the base case ATC. 
 
It is understood that whenever the uncertainties exist in 
load parameters, line parameters or both parameters 
together, the ATC value is considerably affected.  In this 
paper, only a fixed percentage of variation is considered 
and the different scenarios are discussed. 
 
CONCLUSION 
 
The ATC calculation is performed by an Optimal Power 
Flow (OPF) routine, based on a Fast Decoupled power 
flow algorithm.  The program is so designed that the 
voltage of all the buses, line MVA limits and Generator 
capacity limits are checked simultaneously in a parallel 
scheme.  In general, the inputs to load flow solutions are 
considered to be deterministic values.  But in reality, 
these values are subject to uncertainties due to load and 
line parameter variations.  In the present work, these 
variations are incorporated in the evaluation of ATC.  
Various cases for uncertainties are simulated. It is 
observed that the uncertainties affect the allowable 
transactions between the buses and hence in turn it affects 
the ATC.   The proposed approach is tested on IEEE 14 
bus test system and the results are presented and 
discussed.  It is suggested that the proposed method of 
evaluating ATC along with its electricity prices, 
considering the input line and load parameter 
uncertainties, could be useful for planners and operators 
in interconnected power systems. 
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ABSTRACT 
 

An integrated optimal policy for the vendor and the buyer is studied when units in inventory are subject to deterioration 
at different rates and demand is quadratic. It is shown numerically that the integrated approach reduces the total joint cost 
significantly when compared with the independent decision of both the players. To encourage the buyer to place order of 
larger size, a permissible trade credit is offered by the vendor to the buyer to settle the account. A negotiation factor is 
incorporated to share the benefits of cost savings.  
 
Keywords: Integrated optimal strategy, deterioration, permissible delay period, quadratic demand. 
 
INTRODUCTION 
 
The inventory models under the assumption of linearly 
trended demand and exponentially time – varying demand 
are extensively analyzed by the researchers. When 
demand is taken as linear, it is assumed that the demand 
changes uniformly over the time which is not observed in 
the market, in general. On the other hand, an 
exponentially time – varying demand means exponential 
rate of change of demand which is unrealistic for the 
newly launched products in the market (Silver and Meal, 
1969; Silver, 1979; Xu and Wang, 1991; Chung and Ting, 
1993, 1994; Bose et al., 1995; Hariga, 1995; Giri and 
Chaudhuri, 1997; Lin et al., 2000; Mehta and Shah, 2003, 
2004).  In order to have alternative demand pattern 
quadratic demand is considered. This type of demand is 
partially constant, partially varies linearly with time and 
partially varies exponentially with time. This type of 
demand is observed for a substitutable products, seasonal 
goods, fashion apparels etc.  
 
Most of the models so far derived where buyer is the sole 
decision maker for “when to order and how much to 
order?” The optimal solution of the buyer may not be 
agreeable for the vendor. So in competitive global market, 
an integrated policy should be thought when decision is to 
be made which is favorable to both the parties. The 
vendor – buyer integration was first studied by Clark and 
Scarf (1960). Banerjee (1986) developed a joint lot-size 
inventory model when production at vendor’s end is 
finite. Goyal (1988) extended Banergee’s model by 
relaxing the assumption of the lot – for –lot production. 
  
Deterioration is defined as the decay, spoilage, 
evaporation and loss of utility of a product from the 
original one. Fruit and vegetables, cosmetics and 

medicines, electronic items, blood components, 
radioactive chemicals, agriculture produce are some of the 
examples of deteriorating commodities. For articles on 
deteriorating inventory one can refer to Raafat (1991), 
Shah and Shah (2000) and Goyal and Giri (2001). Yang 
and Wee (2005) derived a win – win strategy for an 
integrated system of vendor-buyer when units in 
inventory are subject to constant rate of deterioration and 
deterministic constant demand. Shah et al. (2008) 
extended above model by incorporating salvage value to 
the deteriorated units.  
 
In this article, an integrated vendor – buyer inventory 
system is studied when units in inventory deteriorate at 
different rate and demand is quadratic. A negotiation 
factor is incorporated to share the cost savings. A 
permissible delay in payment is offered to the buyer by 
the vendor to make a joint strategy beneficial. A 
numerical example is illustrated to support the proposed 
model. Sensitivity analysis is carried out to visualize the 
changes in cost savings. 
 
Assumptions and Notations 
The mathematical model is developed under following 
assumptions and notations: 
 
Assumptions 
1. An inventory system of single – vendor and single – 

buyer is considered. 
2. The demand is quadratic in time t, i.e. R(t) = a(1 + bt 

+ ct2), where a > 0 is constant demand, 0 < b, c < 1 
are rate of linear and exponential demand and t is the 
time. 

3. Shortages are not allowed and lead – time is zero. 
4. The deterioration rates of items in vendor’s and 

buyer’s inventory are different and proportional to on 
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hand stock in inventory. There is no repair or 
replacement of deteriorated units during a cycle time. 

5. The permissible delay in payment is offered by the 
vendor to attract the buyer to cooperate in the 
integrated decision. 

 
Notations 

Ab Buyer’s ordering cost per order 
Av Vendor’s ordering cost per order 
Cb Buyer’s purchase cost per unit 
Cv Vendor’s purchase cost per unit 
Ib Inventory carrying charge fraction per unit per 

time unit for buyer 
Iv Inventory carrying charge fraction per unit per 

time unit for vendor 
θb Deterioration of items in  buyer’s inventory 

system 
θv Deterioration of items in  vendor’s inventory 

system; 0< θv < θb <1 
Ib(t) Buyer’s inventory level at instant of time t 
Iv(t) Vendor-buyer combined  inventory level at 

instant of time t 
R(t) = a(1 + bt + ct2)    demand rate at  the time t,  

where a > 0  is constant demand and  0 < b, c < 1 
are rate of change of demand and t is the time. 

n Number of time of orders kept by buyer during 
cycle time. 

Kb Buyer’s total cost per time unit 
Kv Vendor’s total cost per time unit 
K Integrated total cost for both vendor and buyer per 

time unit. 
T Vendor’s cycle time (a decision variable) 
Tb (= T/n), buyer’s cycle time (a decision variable) 
M Permissible delay  period offered by the vendor to 

the buyer (a decision variable) 
r Continuous interest  rate 

 
Mathematical Model 
Figure 1 represents time-varying inventory status for the 
vendor and the buyer. 

 
Fig. 1. Time – Inventory status of Vendor and Buyer. 

The inventory depletes due to quadratic demand and 
deterioration rate for both vendor and buyer. The rate of 
change of inventory for the vendor and the buyer is given 
by the differential equations: 
 

dt
(t)dIb

+ θb Ib(t) =-a(1 + bt + ct2 ) 0 ≤  t ≤
T
n

           (3.1) 

and  

dt
(t)dIv

  +  θv Iv(t)    =   -a(1 + bt + ct2 )   0 ≤  t ≤ T   (3.2) 

with the boundary conditions  Ib(
T
n

)=0 and  Iv(T) =  0  ,  

Ib(0) = Imb    and   Iv(0) = Imv . 
 
The solutions of the differential equation are  

 Ib(t) =  b
Tθ ( - t)
n

b
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and  
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Using Ib(0) = Imb    and   Iv(0) = Imv , the purchase 
quantities for the buyer and the vendor are   
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During the cycle time [0, T] , the buyer’s holding cost is  

For vendor 

 For buyer 

 T/n   2T/n     T  
0

  Imv 

   Imb 

 Time 

Inventory level 
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  IHCb     =  n Cb Ib   ∫
n
T

0

Ib (t) dt  , 

Ordering cost is OCb = n Ab    and   number units 

deteriorated is ( Imb  - T TR
n n

⎛ ⎞
⎜ ⎟
⎝ ⎠

  ).   

Hence cost due to deterioration of units is 
CDb  =  n Cb ( Imb  - T TR

n n
⎛ ⎞
⎜ ⎟
⎝ ⎠

  ).   

Hence, the buyer’s total cost, Kb per time unit is  

Kb  = 
1
T

[IHCb   + CDb   +    OCb ]                             (3.5) 

The vendor’s inventory in the joint two-echelon inventory 
model is the difference between the vendor-buyer 
combined inventory and the buyer’s inventory. Therefore, 
vendor’s holding cost is  

IHCv     =   Cv  Iv  [ ∫
T

0

Iv(t) dt – n  ∫
n
T

0

 Ib(t) dt ] 

The units deteriorated at vendor’s inventory system is (Imv   
- n* Imb ).  Hence, cost due to deterioration of units is CDv    
=   C v( Imv   - n Imb ). 
 
and vendor’s ordering cost is    OCv = Av  . 
 
The vendor’s total cost Kv per time unit is   
Kv    = 1

T
 [ IHCv +  CDv  +   OCv     ]                        (3.6) 

The joint total cost; K is is the sum of Kb    and   Kv.  Since    
Tb   = T

n
, K is the function of discrete variable n and 

continuous variable T. 
 
Computation Procedure 
There are two cases: 
 
Case 1: when vendor and buyer make decision 
independently. 
 
For given value of n, Kb can be minimized by solving 

0=
∂
∂

b

b

T
K  for Tb. 

This solution (n, Tb) minimizes Kv provided  
 
Kv (n-1) ≥ Kv (n) ≤ Kv (n+1)                                   (4.1) 
 
gets satisfied. Then the total cost without integration; KNJ 
is given by 
 
KNJ = b vn n

min[min K K ]+                 (4.2) 

 
Case 2 :  when vendor and buyer make decision jointly. 

The optimum values of T and n must satisfy the following 
condition simultaneously: 
 

 
T
K
∂
∂   =  0   and  K (n-1)  ≥ K (n) ≤ K (n+1)            (4.3) 

 
The total integrated cost is  KJ     =  

b vT,n
min[K K ]+    (4.4)  

Clearly, KJ ≤ KNJ.   Hence, total cost savings, SavJ   is 
defined as   SavJ = KNJ - KJ. Let the buyer’s cost saving, 
Savb be defined as    Savb  = α SavJ ,where  α  is the 
negotiation factor and  0≤ α ≤ 1.When negotiation factor 
equal to 1, all saving  goes to  buyer; when it is equal to 
zero, all saving  goes to the vendor. When negotiation 
factor is 0.5, total savings is equally distributed between 
the vendor and the buyer. The present value of unit cost 
after a time interval M permissible credit period is e-r m   
where r is discounting rate. Solving the following 
equation   
 
R(T) C b (1 - e-r m )  = Savb                                     (4.5) 
 
The buyer’s permissible delay in payment can be 
computed as  

M =    
r
1

 ln  b

b b

C R(T)
C R(T) Sav
⎡ ⎤
⎢ ⎥−⎣ ⎦

                            (4.6) 

 
Numerical Example and Sensitivity Analysis 
To illustrate proposed model, consider following 
parameter values in proper units: 
[a    b    c     Ab    Av     Cb    Cv    Ib    Iv   θb   θv    r] = [40000  
0.03    0.04    600    3000    25   15 0.11    0.10 0.20    0.10 0.03] 
 
In table 1, the solution is exhibited for independent and 
joint decision. The buyer’s cost and cycle time increase 
when both players agree for joint decision. The vendor 
benefits $12332 and buyer looses $10601. This compels 
buyer not to agree for joint decision. To encourage and 
attract the buyer to cooperate, vendor offers the buyer a 
permissible delay in payment of 0.02867 yrs with equal 
sharing of the benefits. This reduces integrated total cost 

defined as PJCR = 
J

JNJ

K
K -  K

   by 4.2 %. 

 

Table 1. The optimal solution with and without 
considering joint strategy 

 

 Case 1 Case 2 
n 3 1 
Tb 0.065865 0.186356 
T 0.197594 0.186356 
Kb 18274.40 28875.20 
Kv 22673.70 10341.40 
K 40948.10 39216.60 
PJCR - 4.2285 
M - 0.02867 
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The sensitivity analysis for buyer’s deterioration rate; θb, 
demand; a, exponential demand rate; c; and inventory 
carrying charge fraction of buyer; Ib is exhibited in table 2 
to 5. From table 2, it is observed that increase in 
deterioration of units in buyer’s inventory system 
decreases total cost savings and permissible delay in 
payments. The increase in fixed demand; a results in 
significant decrease cost savings and permissible trade 
credit is exhibited in table 3. In table 4;c; the exponential 
rate of change in demand is studied. It is observed that 
there is significant increase in total cost savings and 
allowable delay period. The total integrated cost is very 
sensitive to changes in c. The changes in Ib is studied in 
table 5. The smaller buyer’s inventory carrying charge 
fraction is required for total cost savings and larger 
allowable delay period. 

CONCLUSION 
 
In this study, a mathematical model is developed for an 
optimal ordering policy in the joint strategy of vendor-
buyer inventory system when demand is quadratic. The 
deterioration rate of units in vendor-buyer inventory 
system is considered to be different. It is established that 
integrated policy lowers the total cost of an inventory 
system, even though the buyer’s cost increases 
significantly. To encourage the buyer for cooperation, a 
promotional incentive in terms of trade credit is offered 
by vendor to the buyer to settle the account. 
 
 
 
 

Table 2.   Sensitivity Analysis of deterioration rate 
 

θb 0.10 0.15 0.20 0.25 0.30 
KNJ 38697 39676.80 40948.10 42339 43773.70 
KJ 35135.54 37232.30 39216.60 41105.17 42911.39 

PJCR 9.2034 6.1610 4.2285 2.9141 1.9699 
M 0.0589 0.0404 0.02867 .0204 0.014 

 
 
Table 3.  Sensitivity Analysis of demand rate 
 

a 24000 32000 40000 48000 56000 
KNJ 31784.7 36656.20 40948.10 44829.10 48398.80 
KJ 30246.25 35015.21 39216.60 43014.68 46508.20 

PJCR 4.84043 4.4767 4.2285 4.0471 3.9062 
M 0.04235 0.03391 0.02867 0.02505 .02238 

 
 
Table 4.  Sensitivity Analysis of demand rate 

 
c 0.04 0.06 0.08 0.10 

KNJ 40948.10 40990.10 41034 41081.30 
KJ 39216.60 38750.58 38258.80 37735.50 

PJCR 4.2285 5.4635 6.7631 8.1443 
M 0.02867 0.03705 0.04587 0.05524 

 
 
Table 5.  Sensitivity Analysis of inventory carrying charge fraction of buyer 

 
Ib 0.066 0.088 0.11 0.132 

KNJ 38873 39917.10 40948.10 41964.50 
KJ 34772.25 37068.43 39216.60 41245.22 

PJCR 10.549 7.1364 4.2285 1.7140 
M 0.06786 0.04715 0.02867 0.01191 
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ON SPECIAL GENERATED GOLDBACH TYPE SEQUENCES OF EVENS  
WITH A COMMON PRIME 

 
Srilal Krishnan 

Department of Mathematics, Iona College, New York, NY, USA 
 

ABSTRACT 
 
The aim of this paper is to study some special sequences of positive even integers that can be expressed as a sum of two 
primes; one of the primes being common.  These special sequences of positive integers are generated by an algorithm. 
The algorithm, when supplied with a ‘suitable’ even integer n, and a prime p such that p n< , generates the 
aforementioned sequence of even integers. The study of these generated sequences lead to very interesting conjectures 
and also a possible alternate method of tackling the Goldbach conjecture. A very interesting feature of the algorithm is 
that in terms of computational complexity, it is very efficient in expressing a ‘suitable’ even integer n as a sum of two 
primes. 
 
Keywords: Special goldbach, type sequences, common prime. 
  
INTRODUCTION AND DISCUSSION 
 
There have been various results in Number Theory that 
have been motivated by the ‘Goldbach Conjecture’. The 
conjecture states that every even integer greater than 4 is 
expressible as the sum of two odd primes (Richard, 1994). 
One of the important results motivated by the Goldbach 
conjecture is ‘Every prime greater than 7 can be 
expressed as a sum of 3 odd primes’, also called 
Goldbach’s weak conjecture. This conjecture has been 
verified by Vinogradov for sufficiently large odd 
numbers. Another interesting result that has been proved 
is that the Generalized Riemann hypothesis implies 
Goldbach’s weak conjecture (Deshouillers et al., 1997). It 
has also been proven that every large even integer is a 
sum of four squares of primes and 8330 powers of 2 
(Jianya and Liu, 2000). Evidently, this area of Number 
Theory has become a very important area of research and 
is of interest to the Mathematical community in general. 
In this article, we conjecture that given a suitable positive 
integer n greater than 4 and a fixed prime p, such 
that p n< , a sequence of even integers generated by n 
can be found satisfying certain conditions and these 
conditions lead to various interesting results. We will first 
state the conjecture and follow it up with an algorithm and 
an example. 
 
Conjecture 
 Conjecture: Let n be a given positive even integer greater 
than 4 and let p be a prime number less than n. Then one 
of the following conditions is satisfied: 
 
a)  n generates a sequence of even integers nmmm ..., .,21  

and a sequence of primes npppqq ...,,, .,211  such that 

nn pqmpqmpqmqqn +=+=+=+= ..., ,22,111 . 
In other words, the even integer n and the sequence 
of even integers generated by n are expressible as the 
sum of two primes with one prime q in common 

b)   n generates a sequence of even integers 

nmmm ..., .,21  and n is expressible as a sum of two 

primes i.e. 1qqn +=  and also every even integer in 
a subset of the generated sequence is expressible as a 
sum of two primes with the  prime q in common. In 
other words,   the generated sequence of positive 
even integers nmmm ..., .,21  is either expressible as a 
sum of two primes with the prime q in common or 
expressible as the sum of the prime q and another 
composite positive integer. 

c) n generates a sequence of even integers 

nmmm ..., .,21  and n is not expressible as a sum of 
two primes but every integer in a subset of the 
generated sequence is expressible as a sum of two 
primes with one prime in common. Consequently, if 
such an n is encountered again in a separate 
algorithmic process, then that n will not be 
expressible as a sum of two primes. 

d) Given a range of positive even integers ],[ na , 
varying the prime p; np < , enables us to write 
every even integer in ],[ na  as a sum of two primes. 

 
Algorithm 
An algorithm for the above conjecture is given below: Let 
n be an even integer greater than 4 and let the 
prime 3=p . 
a) Start with the even number (greater than 4),  n. 
b)    Check if primen += 3   *Corresponding author email: skrishnan@iona.edu 
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c) If not, find the numbers less than n and relatively 
prime to n i.e. find )(nφ       

d) Consider )(1 nnm ϕ−=  

 e) Now check if primem += 31  

 f) If not repeat steps c) to step e) with 1m  replacing n. 

 g) Stop when primemk += 3 , for some integer k. 
 h) Denote the prime in step g) by q.  
 i) Check if 21 , −− =− kk mprimeqm   

primeqmprimeqmprimeq k =−=−=− − 13 ...,  
 
We will work out the steps in the algorithm for a given 
even integer greater than 4, say 156.  
 
Example 
The Algorithm for n=156 and prime p=3 
a) 156 3 prime≠ + .  
b) So find (156) 48φ = .  

c) .10848156)156(1561 =−=−= φm   

d) Now check if primem += 31 . But, 
108 3 105= + (105 is not a prime) 

e) If not repeat steps b) to step d) with 1m  replacing n. 

f) Now .1081 =m  
g) Find (108) 36φ = .  

h) 2 108 (108) 108 36 72.m φ= − = − =   

i) Now check if 2 3m prime= + . But, 

72 3 69= + (69 is not a prime) 
j) So repeat steps b) to step d) with 2m  replacing 1m . 

k) Now 2 72.m =  

l) So find (72) 24φ = .  

m) 3 72 (72) 72 24 48.m φ= − = − =   

n) Now check if 3 3m prime= + . But, 

48 3 45= + (45 is not a prime) 
o) If not repeat steps b) to step d) with 3m  

replacing 2m . 

p) Now 3 48.m =  

q) So find (48) 16φ = .  

r) 4 48 (48) 48 16 32.m φ= − = − =   

s) Now check if 4 3m prime= + . 32 3 29= + (29 is 
a prime) 

t) So 29.q =  
u) Check if 

1 2 1, ,...,k km q prime m q prime m q prime− −− = − = − = . 

Note that 48 48 29 19( )q prime− = − = . So 
48 19 29.= +  72 72 29 43( )q prime− = − = . So 
72 29 43.= +   

v) Next,108 108 29 79( )q prime− = − = . So 
108 29 79.= +  Finally,156 156 29 127q− = − = . So 
156 29 127.= +   

 
Note that this has not only accomplished 
that156 29 127.= + , but also that 72 29 43.= + , 
48 29 19.= + and 32 29 3.= +  The common prime is 
29. 
 
The number of steps required to get the common prime 29 
is 4. 
 
Tests for the range 4-100 
At this stage, we will introduce some terminology. An 
even integer for which the algorithm works is termed easy 
even, otherwise it is termed difficult even. The algorithm 
generates a sequence of even integers and we call these 
even integers intermediate evens. An intermediate even 
for an easy even is called a valid intermediate even if is 
expressible as a sum of two primes, one prime being 
common. Else it is called an invalid intermediate even. 
 
Next we run the algorithm for even integers between 6 
and 100 (both inclusive)  
 
The results of the algorithm are given in table 1. 
 
As observed in the above table, in the range 6-100, the 
algorithm works for 38 even integers and does not work 
for the remaining 10 even integers. So there are 38 easy 
evens in the range 6-100 and 10 difficult evens. The 
difficult evens are 28, 38, 52, 58, 68, 78, 80, 94, 96, 98.  
Also we observe that for all the easy evens in the range 6-
100, the intermediate evens are all valid. The first even 
integer that is an easy even and also has an invalid 
intermediate even is 114. The intermediate evens for 114 
are 24,36,54,78 and the common prime is 13. Observe 
that114 13 101,54 13 41,36 13 23, 24 13 11= + = + = + = +  But 
78 13 65= +  and 65 is not a prime. So 54, 36, 24 are 
valid intermediate evens and 78 is invalid intermediate 
even. From table 1, observe that 78 is a difficult even. So 
in this situation, the invalid intermediate even is also a 
difficult even. This seems to be true in general and is a 
very interesting observation. In other words, if a difficult 
even is encountered in the algorithmic process, it turns out 
to be an invalid intermediate even for other even integers. 
This is noted in part c) of the conjecture. 
 
 It would be interesting to observe the changes if the 
prime p in the algorithm is changed from 3 to 5.  
Changing the prime 3 to the prime 5 in the algorithm 
results in the following observations. 
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The prime 3 is replaced by 5 in step b) and the algorithm 
is run for even integers between 6 and 100 (Table 2). 
 
In the range 10-100, there are 36 easy evens and 10 
difficult evens. The difficult evens are 32, 40, 44, 50, 56, 
62, 82, 92, 98, and 100 and comparing with the results in 
table 1, we observe that all of these except 98 were easy 
evens when the algorithm was run with the prime 3.  Thus 

running the algorithm with the primes p=3 and p=5, we 
were able to write every even integer in the range 6-100 
except 98 as a sum of two odd primes. Replacing p by 
primes less than 100 but other than 3 and 5, enables us to 
write every even integer in the range 6 to 100 as a sum of  
two primes. 
 

Table 1. 
 

Even Integer Easy Even Intermediate Evens Valid Intermediate 
Even 

Invalid Intermediate 
Even 

Common 
Prime 

6 Yes None N/A N/A 3 
8 Yes None N/A N/A 5 
10 Yes None N/A N/A 7 
12 Yes 8 8 N/A 5 
14 Yes None N/A N/A 11 
16 Yes None N/A N/A 13 
18 Yes 8, 12 8, 12 N/A 5 
20 Yes None N/A N/A 17 
22 Yes None N/A N/A 19 
24 Yes 16 16 N/A 13 
26 Yes None N/A N/A 23 
28 No     
30 Yes 22 22 N/A 19 
32 Yes None N/A N/A 29 
34 Yes None N/A N/A 31 
36 Yes 24,16 24,16 N/A 13 
38 No     
40 Yes None N/A N/A 37 
42 Yes 22,30 22,30 N/A 19 
44 Yes None N/A N/A 41 
46 Yes None N/A N/A 43 
48 Yes 32 32 N/A 29 
50 Yes None N/A N/A 47 
52 No     
54 Yes 16,24,36 16,24,36 N/A 13 
56 Yes None N/A N/A 53 
58 No     
60 Yes 44 44 N/A 19 
62 Yes None N/A N/A 59 
64 Yes None N/A N/A 61 
66 Yes 46 46 N/A 43 
68 No     
70 Yes None N/A N/A 67 
72 Yes 32,48 32,48 N/A 29 
74 Yes None N/A N/A 71 
76 Yes None N/A N/A 73 
78 No     
80 No     
82 Yes None N/A N/A 59 
84 Yes 44,60 44,60 N/A 41 
86 Yes None N/A N/A 83 
88 Yes 32,48 32,38 N/A 29 
90 Yes 46,66 46,66 N/A 43 
92 Yes None N/A N/A 89 
94 No     
96 No     
98 No     
100 Yes None N/A N/A 97 
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Tests in an arbitrary range 
After having verified the conjecture for the range 6-100, 
we will next test our algorithm for an arbitrary range of 
numbers 12000000-12000050 with prime p=3 and 
compile the results (Table 3). 
 
In this range, the algorithm works for 3 numbers, 
12000000, 12000020 and 12000032. The algorithm does 
not work for the remaining 23 numbers. We observe that 

the number of easy evens have declined and the number 
of difficult evens have increased.  
 
With the prime ‘5’, the algorithm works for 4 numbers, 
12000000, 12000002, 12000022 and 12000034 as seen in 
table 4. 
 
We conjecture that if we run the algorithm with all primes 
p less than 12000000, we should be able to express each 
of the even integer less than 12000000 as a sum of two 

Table 2. 
 

Even Integer Easy Even Intermediate Evens Valid Intermediate 
Even 

Invalid Intermediate 
Even Common Prime 

10 Yes None N/A N/A 5 
12 Yes None N/A N/A 7 
14 Yes 8 8 N/A 3 
16 Yes None N/A N/A 11 
18 Yes None N/A N/A 13 
20 Yes 12 12 N/A 7 
22 Yes None N/A N/A 17 
24 Yes None N/A N/A 19 
26 Yes 8, 14 8, 14 N/A 3 
28 Yes None N/A N/A 23 
30 Yes 22 22 N/A 17 
32 No     
34 Yes None N/A N/A 29 
36 Yes None N/A N/A 31 
38 Yes 12, 20 N/A N/A 7 
40 No     
42 Yes None N/A N/A 37 
44 No     
46 Yes None N/A N/A 41 
48 Yes None N/A N/A 43 
50 No     
52 Yes None N/A N/A 47 
54 Yes 36 36 N/A 23 
56 No     
58 Yes None N/A N/A 53 
60 Yes 24, 44 24 44 19 
62 No     
64 Yes None N/A N/A 59 
66 Yes None N/A N/A 61 
68 Yes 36 36 N/A 31 
70 Yes 46 46 N/A 29 
72 Yes 67 67 N/A 67 
74 Yes 12, 20, 38 12, 20, 38 N/A 7 
76 Yes None N/A N/A 71 
78 Yes None N/A N/A 73 
80 Yes 48 48 N/A 37 
82 No     
84 Yes 79 79 N/A 79 
86 Yes 24, 44 24 44 19 
88 Yes None N/A N/A 83 
90 Yes 66 66 N/A 29 
92 No     
94 Yes None N/A N/A 89 
96 Yes 64 64 N/A 59 
98 No     
100 No     
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primes. As seen above, for a fixed p in the algorithm, the 
number of easy evens appears to be decreasing as n gets 
larger. This phenomenon is observed for the range of even 
integers 4-100000 with the prime p=3 in the algorithm. 
Next, we explore this phenomenon. 
 
Easy evens vs. Difficult evens in the long run 
Even for this small range of numbers, the easy evens 
(blue bars-evens for which the algorithm works) 
decreases and the difficult evens (red bars-evens for 

which the algorithm fails) increases as n gets larger (Fig. 
1). This along with the Prime Number Theorem might 
tempt one to speculate that the Goldbach conjecture might 
be false. But then if we were to vary the prime p in the 
algorithm and run the algorithm for all primes less than 
any given n, one might be tempted to speculate that the 
Goldbach conjecture is true. Further study could be done 
to determine the relationship between the even integers in 
the generated sequence to shed some light on these 
observations. 

Table 3. 
 

Even 
Integer Easy Even Intermediate Evens Valid Intermediate 

Even 
Invalid Intermediate 

Even Common Prime 

12000000 Yes None N/A N/A 3 
12000020 Yes None N/A N/A 3 
12000032 Yes 8800000 N/A N/A 8799997 

 
Table 4. 
 

Even Integer Easy Even Intermediate Evens Valid Intermediate 
Even 

Invalid Intermediate 
Even 

Common 
Prime 

12000000 Yes 8800000; 5600000; 
3680000; 2272000; 
1376000;  838400;  505600;   
305920; 184064; 92160;  
67584   

5600000; 1376000;  
67584 
 

8800000; 3680000; 
2272000; 838400;  
505600;   305920; 
184064; 92160. 
 

67579 

12000002 Yes 6857186;  3918398; 242238;  
1139558;  672542;  362150;  
217310;  133310;  79990;  
49750;  29950;  17990;  
11846;  5924;  2964;  2100;  
1620;  1188;  828 

362150; 17990; 
5924;  2964; 2100;  
1620; 828 

6857186;  3918398; 
2242238;  1139558;  
672542;  217310;  
133310;  79990;  
49750;  29950;  
11846;  1188;   

3 

12000022 Yes 8800000 N/A N/A 8799997 
12000034 Yes 8800000 N/A N/A 8799997 

0

500

1000

1500

2000

2500

3000

C
ou

nt

Range of Numbers

Working Not Working

Working 2145 2000 1753 1699 1648 1648 1541 1534 1611 1566

Not Working 2853 3140 3248 3302 3353 3353 3460 3467 3390 3435

0 - 1000 2000 3000 4000 5000 6000 7000 8000 9000

 
Fig. 1. Algorithmic Behaviour for even numbers from 4-100000. 
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Efficiency of the Algorithm 
The algorithm was tested for its efficiency for even 
integers in the range 0-60000 with the prime p =3 in the 
algorithm. We will denote the number of steps required in 
the algorithm to express an easy even as a sum of two 
primes by (n).χ Fig. 2. 
 
The algorithm is efficient in writing the given easy even 
as a sum of two primes and the maximum number of steps 
encountered for the range 6-60000 is 20. The graph of 

(n).χ seems to display the behavior of a logarithmic 
function. Also note that by the Prime number theorem, the 
number of primes less than or equal to a real number x is 

denoted by (x)π  and is approximated by .
ln( )

x
x

 One 

might again be tempted to explore the relation between 
(n) and (n).χ π  

 
CONCLUSION 
 
The program written for the algorithm was run on a 
personal computer with usual resources and an interested 
reader with access to better computing facilities can run 

the program by varying the prime p and make more 
interesting observations. The conjecture that any even that 
is a ‘difficult even’ turns out to be an ‘invalid intermediate 
even’ when it occurs again in a separate algorithmic 
process is interesting and this lends structure and validity 
to the algorithm. This has been verified to be true for all 
the invalid intermediate evens tried by the author.  The 
algorithm also presents a different way of looking at the 
Goldbach conjecture. An interested reader can adopt the 
algorithm and the various observations and with more 
work, both numerically and mathematically, come up 
with interesting concrete results. 
 
REFERENCES 
 
Deshouillers, E., Te Riele. and Zinoviev. 1997. A 
Complete Vinogradov 3-primes theorem under the 
Riemann hypothesis. Electronic Research 
Announcements of the American Mathematical Society 
3:99-104.  

Jianya, L. and Ming-Chit Liu. 2000. Representation of 
Even Integers as Sums of Squares of Primes and powers 
of 2. Journal of Number Theory. 83(2):202-225. 

Richard, KG. 1994. Unsolved Problems in Number 
Theory. (2nd edition). Springer-Verlag. 1:105-107.

 

0

5

10

15

20

25

6

32
36

64
66

96
96

12
92

6

16
15

6

19
38

6

22
61

6

25
84

6

29
07

6

32
30

6

35
53

6

38
76

6

41
99

6

45
22

6

48
45

6

51
68

6

54
91

6

58
14

6

Even Integers (0-60000)

N
um

be
r o

f s
te

ps

Number of steps

 

Fig. 2. Efficiency of Algorithm. 



SENRA Academic Publishers, Burnaby, British Columbia  
Vol. 3, No. 1, pp. 725-730, 2009 
ISSN: 1715-9997 
 

1

MATHEMATICAL MODEL AND NUMERICAL SIMULATION  
OF THE DRUG ELUTING STENTS IN THE CAROTID ARTERY  

 
*Ruchi Agarwal1, VK Katiyar2 and Prabhakar Pradhan1 

Department of Mathematics 
1Gurukul Kangari University, Haridwar, India, 2Indian Institute of Technology, Roorkee, India 

 
ABSTRACT 

 
The release of substances in living tissues for therapeutic purposes is becoming quite important in medicine. Therefore 
the development of appropriate pharmacokinetic models for the numerical simulation of these release processes is 
important to increase the understanding. One of the main problems of the release processes from stents arises due to the 
different geometric changes caused by stenting in carotid arteries. To describe the drug release of stents to the wall of 
artery, a model is presented in this paper using appropriate transient flux boundary condition at the interface of arterial 
wall and fluid dynamical approach for the blood flow and arterial wall. This numerical simulation can provide a 
convenient way to study the effects of geometrical changes on the drug release of stents. The results are explained with 
appropriate plots presented at the end of the paper in order to illustrate the applicability of the present model under study. 
 
Keywords: Drug delivery, stent, FEM, carotid artery, mass release. 
 
INTRODUCTION 
 
Every year, 800,000 angioplasty procedures are 
performed to treat plaque-clogged carotid arteries. This 
procedure consists of inserting a meshed metal-wire stent 
surrounding a balloon catheter into the carotid artery (Fig. 
1). The balloon is inflated to expand and insert the stent 
into the arterial wall. The balloon-catheter is promptly 
removed while the expanded stent provides structural 
support in the artery wall to relieve constriction. 
However, in 15-30% of patients who undergo 
angioplasty, the artery becomes clogged again in a 
condition called restenosis in which endothelial cell 
growth proliferates around the device as part of the 
body’s natural wound-healing response. To address this 
problem, many leading biomedical companies, such as 
Johnson & Johnson, Boston Scientific, and Medtronic, 
have developed drug-eluting stents, which have proven to 
significantly reduce the rate of restenosis.   
 
The main mechanism of the drug-eluting stent is to allow 
diffusion of the drug from the polymer coating on the 
stent, into the arterial wall over a prolonged period of 
time. There are two layers of the arterial wall: the intima 
which is closest to the lumen or blood cavity and the 
adventitia which is the outer layer. Drugs currently on the 
market act solely in the intima layer by inhibiting 
microtubule formation and preventing smooth muscle 
growth in the artery. Any excess drug not taken up in the 
intima layer will continue to diffuse through the adventitia 
layer. The positioning of the stent can also be adjusted at 
the time of placement to allow for the maximal surface 

area of contact between the stent surface and the arterial 
wall. 
 
A number of recent studies has been devoted to the mass 
transfer process in the arterial wall, modeled as a multi-
layered medium, coupled with the transport in the lumen 
(Kargol et al., 1996; Lally et al., 2005; Hwang et al., 
2001; Song et al., 1997; Nicoud et. al., 2005; Chen and 
Lu, 2006; Li and Kleinstreuer, 2006). Some work has 
been done to correlate the number and the location of the 
metallic net structure of a stent with the extension of the 
perfused area (Morris et al., 2004; Zunino, 2004). Other 
mathematical models have been developed to predict the 
release of a substance in a tissue and the influence of the 
physical properties of the drug. However, computational 
difficulties in coupling different geometrical scales are 
reported Nicoud (2002), Chan et al. (2007), Alicea et al. 
(2004) and Natarajan and Dehghan (2000). The effect of 
drug release after stenting has also been studied 
previously using different vessels like carotid artery, aorta 
etc. These studied also explained the behavior of the wall 
shear stress due to stenting (Tortoriello and Pedrizzetti, 
2004; Balakrishnan et al., 2005; Pontrelli and de Monte, 
2007; Safian et al., 2006; Ackerstaff et al., 2005; Wu et 
al., 2007. In our study a mathematical model has been 
presented to include the stent coating by means of an 
appropriate transient flux boundary condition at the 
interface to the arterial wall. Though limited to an 
idealized configuration, the present model is shown to 
catch most of the relevant and combined aspects of the 
drug and fluid dynamics using a numerical approach 
(FEM). Results of numerical simulations are obtained for 
the drug mass, concentration of drug at the arterial wall 
and wall shear stress due to stenting is discussed and 
compared. 
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MATHEMATICAL MODEL  
 
In this study we reduce our observations on the 
calculations of the drug distribution in the arterial wall of 
the internal carotid artery and, if needed, the stent coating. 
The arterial lumen is not considered. We will call the 
model that considers the transport in the wall and the drug 
coating the “two domain approach”. The model that 
considers only the wall will be called “one domain 
approach”. The fluid dynamical equations and the 
geometry of carotid artery is also been considered for the 
success of the presented strategy. They constitute a link 
between mass release and CFD and are possible indicators 
of an optimal delivery. 
 
The two domain approach  
In this model the solute transport of the drug is modeled 
in the stent coating and the arterial wall by using the 
macroscopic convection-diffusion equation Pontrelli and 
de Monte (2007). At the initial time, the drug is contained 
only in the coating cΩ and it is uniformly distributed at a 

maximum concentration cC and subsequently released 
into the wall. 
 
Thus, the dynamics of the drug in the coating is described 
by the following 1D diffusion equation, 
 

02 =∇−
∂
∂

cc
c cD
t

c
                        in cΩ  

0=⋅∇ cc nc   (symmetry)               on wΓ  

0=⋅∇ cc nc   (impermeability)     on aΓ  

cc Cc =                                            at 0=t         (1) 
 
In this work, D denotes the drug diffusivity and n  the 
normal external to the considered medium, cc  denotes 
the concentration of the coated drug. 
 
Let us now consider the drug dynamics in the wall. Here 
mass transfer is not governed by diffusion only, but 
convection due to the filtration velocity of the plasma 
results equally important and a transport term is added. 
Furthermore we account for a metabolic process (due to 
drug binding or chemical reaction) and a linear mass 
consumption is assumed. Similarly, 0=wc  at bΓ (the 
interface between wall and lumen) because of the wash 
out of the blood stream. Therefore, a fraction of drug is 
lost in the tissues adjacent to the adventitia and a fraction 
dispersed in the lumen. Thus, we have the following 
convection-diffusion-reaction problem 

0=+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∇−⋅⋅∇+

∂
∂

wwwww
w

ww ccDcU
t

c
β

ε
α

                          

in wΩ  

0=wc     (washout or large distance)             on bΓ  

0=⋅∇ ww nc  (symmetry)                                              

on wΓ  

0=wc                                                                                      

at  0=t    (2) 
 
where wU  is a wall volume-averaged plasma filtration 

velocity, assumed assigned and constant, wε  the wall 
porosity, β>0 a consumption rate coefficient. The 
coefficient wα is the so-called tortuosity in the axial 
direction (i.e., the hindrance to drug diffusion imposed by 
local boundaries). 
 
To close the previous system of equations (1)-(2), the 
conditions at the coating-wall interface have to be 
assigned. The two transport domains are coupled by 
appropriate conditions at the interfaceΓ . One of them is 
obtained by imposing continuity of the mass flux 
 

wwwccc ncDncD ⋅∇=⋅∇      on Γ                   (3) 
 
The one domain approach 
In this model the transport of the solute is modeled by the 
macroscopic convection-diffusion equation only in the 
arterial wall with appropriate boundary conditions. Also, 
to slow down the drug release rate, a thin film (called 
topcoat) of permeability P (cm/s) is located at the 
interface. A continuous mass flux passes through it 
orthogonally to the coating film with a possible 
concentration jump. In the present case, the mass transfer 
through the topcoat can be described using the second 
Kedem-Katchalsky equation Kargol et al. (1996). Thus, 
the continuous flux of mass passing across the membrane 
orthogonally to the coating is expressed by 
 

)''( wcccc ccPncD −=⋅∇−       on Γ                  (4) 
or, alternatively, 

)''( wcwww ccPncD −=⋅∇−     on Γ                   (5) 
 
In equations (4)-(5) the fluid-phase concentration c’ is 
used. This is related to the volume-averaged concentration 
c through the formula εkcc =' , where ε  is the porosity 
and  k is the partition coefficient. As one of the last three 
equations is redundant, we can choose any two of them, 
for example equations (4) and (5). 
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Fig.1.  Typical structure of stent.   
 
Fluid dynamical approach 
Since the blood flow affects the lumen radius, the 
knowledge of the shear stress and the pressure drop are of 
paramount importance. In particular, once the shear stress 
τ is known, it is possible to experimentally individuate 
the correct formulation (polymer concentration, amount 
of crosslinker used, crosslinking time and so on yielding 
to a solute able to resist, at least sufficiently long time, to 
the erosive action played by the blood stream. 
Accordingly, a fluid dynamical analysis is needed. To this 
aim, we consider an artery of circular cross section R 
having a rigid wall (that is a reasonable assumption for a 
stented carotid artery). Let us assume the blood as a 
viscous fluid with rheological properties governed by a 
simple power-law viscosity Chen and Lu (2006) 
( ) 1−= nKγγη &&  (6) 

where γ&  is the shear rate, 

( ) 2
1

2
12

1
⎟
⎠
⎞

⎜
⎝
⎛= Atrγ&      where ( )TvvA ∇+∇=1  

with v the fluid velocity. In the case of steady and laminar 
flow, denoting by ρ  and p the fluid density and the 
pressure, the mass and momentum conservation laws are 
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t
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⎛ ∇⋅+
∂
∂ρ                             (7) 

where T is the stress tensor and linearly dependent on the 
rate of deformation tensor 1A with a relation of 

( ) 1AT γη &= , η represents the viscosity of the blood. 
 

The equations (7) are solved in the present configuration 
in a tube of length L, letting as inlet condition a velocity 
profile obtained by integration of equations (7) in the case 
of an unstented artery 
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with ( ) dRtxRA −=, , d is the thickness of the drug 
layer. 

Numerical Simulation 
We are interested in studying the variation of the 
concentration field in the wall with the geometrical 
parameters such as the penetration depth s that measures 
the stent embedding degree, or the mesh length directly 
related to the void fraction. Our aim is to compare the 
mass release in the configurations of conventional DES 
Pontrelli and de Monte (2007). Comparison is difficult 
because much of the parameters and the materials are 
intrinsically related to the specific methodology. Let us 
consider a stent coated by a thin layer of a drug and 
embedded into the arterial wall, as illustrated in figure 2. 
The following physical values are fixed for computational 
experiments: 
 

cmLy 005.0=  (Length of the stent), scmDw /107 28−×=  
 
All the concentrations (considered as averaged mass per 
area) are non-dimensionalized with respect to their initial 
values ( cCcc → ). For the conventional stent, the 
following constants are considered: 

scmP /10 6−= , scmDc /10 210−= , 1=ck , 1=wk , 

1.0=cε , 61.0=wε  
 
They have been chosen according to a physical basis and 
in agreement with the typical scales in DES and data 
literature for the carotid arterial wall and heparin drug in 
the coating layer (Pontrelli and de Monte, 2007; 
Ackerstaff et al., 2005; Wu et al., 2007).  
 
In case of preliminary fluid dynamics numerical 
simulations were independently carried out, based on the 
following set of parameters: 

6.0=n , 6.0.02423.0 sPaK = , 3/064.1 cmg=ρ ,  
cmL 5.6= , min/240mlQ =  

 
The radius of the carotid artery is taken based on the 
literature Safian et al., (2006), Ackerstaff et al. (2005) and 
Wu et al. (2007). These values imply a pressure gradient 

mPaLp /3296=∆ in equation (8) and a blood 

pressure bp upstream the stented region equal to 

( )mmHgPa 1602.21331  (such flow rate and pressure 
values correspond to stressed physiological conditions). 
The fluid dynamics problem was solved in transient state 
with a finite element method using unstructured triangular 
mesh and an implicit second order Euler scheme as time 
integrator. The numerical problem has been solved by 
finite element method using MATLAB 7. The spatial 
domain has been discretized by a not uniform triangular 
mesh (having a number of elements 3200≈ ) with second 
order Lagrangian polynomial as shape functions and a 
Runge-Kutta integration scheme in time, using an 
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adaptive time step with has been chosen 
(minimum 210−≈∆t ). 
 
RESULTS AND DISCUSSION 
 
Concentration of drug release 
As figure 3 displays the comparison of the amount of 
mass in the coating between the 2 domain approach 
(lower curve) and the one domain approach (upper curve). 
It can be pointed out that the release in the simplified 
model is slower than in the two domain approach. This 
can be explained by the inner resistance that is taken into 
account in the computation of the flux (Pontrelli and de 
Monte, 2007). By taking an approximation of the release 
using an electrical analogy we linearize our problem. This 
model can’t take into account the occurrence of a 
boundary layer resulting from the discontinuous initial 
condition ( 0.10 =c in the coating and 0.00 =c in the 
wall). It can be seen that the largest error is made in the 
first time steps.  

In figure 4 and 5 we show the concentration profile in the 
wall due to the drug coated stent. It can be noted that the 
error of the approximation of the flux at the beginning of 
the release significantly influences the concentration 
distribution in the arterial wall (Hwang et al., 2001; 
Pontrelli and de Monte, 2007; Wu et al., 2007). The 
concentration values of the first time step (t = 0.5s) is 
three times lower when using the one domain approach 
(Fig. 5). The figure 6 shows that drug mass in the coating 
layer is monotonically decreasing, while mass in the wall, 
first increasing to a maximum at time t, decreases to zero 
with the same rate as showed by the drug mass in the 
coating layer. Since drug is absorbed in the semi-
permeable membrane, the total mass is not preserved and 
tends to zero at time large enough (Pontrelli and de 
Monte, 2007). 
 
Wall shear stress due to stenting 
After stenting there exist large hemodynamic changes due 
to the compliant and rigid surfaces of artery and stent. 
Figure 7 shows the wall shear stress in the non-stented 

 
Fig. 2. Schematic representation of the considered transport domains consisting the arterial wall wΩ and the stent 

coating cΩ (Zunino, 2004). 
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Fig. 3. Comparison of the amount of drug stored in the 
coating between the 2 domain (lower curve) and the 1 
domain model (higher curve). 

Fig. 4. Concentration profiles in the wall of the 2 domain 
problem at selected time points: t =0.5s (lowest curve), 
t=1s, t=1.5s, t=2s, t=2.5s, t=3s (higher curve). 
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and stented internal carotid artery during systole and 
diastole. At systole, this quantity is larger in the medium 
part of the stented region than in the non-stented. This is 
consistent fact that the cross-sectional area at systole is 
smaller in that region. At diastole, the cross-sectional area 
within the stent is larger and the wall shear stress is 
smaller. In the transition zones between stent and artery, 
the stress experiences larger fluctuations, especially at 
systole (Tortoriello and Pedrizzetti, 2004; Nicoud, 2002). 
Extra stress is generated in the upstream transition zone, 
which acts as a convergence. Conversely, the downstream 
buffer region acts as a divergence at systole and tends to 
decrease the stress. Accordingly, the wall shear stress 
turns out to be locally smaller than its value in the non-
stented artery. The transition zones have less effect at 
diastole, when the flow rate is smaller. Note that the 
numerical errors are much smaller than the physical 
effects related to the stent.  
 
The figure 8 shows the time dependence of the stress in 
mid-region of the stent. The amplitude of this quantity 
over the cardiac cycle is larger for the stented vessel than 
for the non-stented (Nicoud et al., 2005). It is worth 

noting that although the length of the stent is very small 
compared to the wavelength, the amplitude of the wall 
shear stress in case of stented behaves more like the non-
stented one. If the increase in shear stress at systole is 
avoided the increase in stress amplitude limits drastically. 
 
CONCLUSION 
 
The release of a substance in a living tissue for 
therapeutic purposes is becoming quite common in 
medicine nowadays, through drug delivery devices. Drug-
eluting stents are revealed a promising technique for 
healing the vascular wall and for the treatment of 
atherosclerosis and restenosis. However, the mechanism 
of release is quite complex and depends on many 
concurrent biochemical, physical and individual factors. 
The model presented here, although some simplifying 
assumptions, is able to simulate and predict the dynamics 
of a drug release from a stent. The model can be easily 
extended to a multi-layered structure, including both a 
more realistic wall configuration and a novel design for 
multi-coating DES. In addition, the mathematical 
formulation is able to incorporate the drug consumption 
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Fig. 5. Concentration profiles in the wall of the 1 domain 
problem at selected time points: t=0.5s (lowest curve), 
t=1s, t=1.5s, t=2s, t=2.5s, t=3s (highest curve). 

Fig. 6. Dimensionless drug mass in the coating, in the 
wall and total mass as function of time. 
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Fig. 7. Wall shear stress for systole and diastole 
assuming both non-stented and stented internal carotid 
artery. 

Fig. 8. Wall shear stress versus time for non-stented and 
stented internal carotid artery. 
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effect due to the tissue cell binding. The application of the 
dimensional analysis to the governing equations has 
indicated that the dynamics of a drug through an eluting 
stent is fully controlled by only four dimensionless 
operational parameters. Numerical experiments have been 
extensively carried out over several typical confi-
gurations. Results have shown the influence of the 
solution on each single parameter, in particular drug mass, 
concentration in the arterial wall and the wall shear stress 
due to the stenting. Also, some biomechanical indicators, 
such as the emptying time of the coating, geometry of the 
carotid artery, are suggested to obtain an optimal drug 
elution and a desired tissue concentration. 
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ABSTRACT 
 

In this study, the effects of engine speed on the injection timing and engine performance of 4-cylinder direct injection 
(DI) hydrogen fueled engine were investigated.  The 4-cylinder direct injection hydrogen engine model was developed 
utilizing the GT-Power commercial software. This model was employed one dimensional gas dynamics to represent the 
flow and heat transfer in the components of engine model. Sequential pulse injectors was adopted to the inject hydrogen 
gas fuel within the compression stroke. Injection timing was varied from 1100 before top dead center (BTDC) until 00 top 
dead center (TDC) timing. Engine speed was varied from 2000 rpm to 6000 rpm. The validation was performed with the 
existing previous experimental results. The negative effects of the interaction between ignition timing and injection 
duration was highlighted and clarified. The acquired results show that the engine speeds are strongly influence on the 
injection timing and engine performance. It can be seen that the indicated efficiency increases with decreases of engine 
speed; power increases with the decreases of engine speed; indicated specific fuel consumption (ISFC) increases with 
increases of engine speed. The injection timing of 600 BTDC was the overall optimum injection timing with a 
compromise.  
 
Keywords: Direct injection engine, injection timing, engine performance, engine speed, hydrogen fueled. 
 
 
INTRODUCTION 
 
With increasing concern about the energy shortage and 
environmental protection, research on improving engine 
fuel economy, hydrogen fueled engine is being developed 
into a hydrogen fueled engine with manifold injection, 
direct injection or duel injection according to the fuel 
supply method (Lee et al., 2002; William et al., 2002; 
Eichlseder et al., 2003; Kim et al., 2005). Of course, the 
hydrogen fueled engine with direct injection can 
fundamentally keep backfires from occurring so it can be 
utilized as a high powered hydrogen power system if the 
reliability of high pressure direct injection valve is 
secured (MacCarley and Van Vorst, 1980; Lee et al., 
2001). Hydrogen gas is characterized by a rapid 
combustion speed, wide combustible limit and low 
minimum ignition energy. Such characteristics play a role 
to decrease engine cycle variation for the safety of 
combustion. However, it is frequently observed that the 
values of cycle variation for hydrogen fueled engines with 
direct injection are higher than those of hydrogen fueled 
engines with manifold injection or those of gasoline 
engines, due to a decrease in the mixing period by direct 
injection in the process of compressing hydrogen gas 
(Nakagawa et al., 1982; Kim et al., 1995; Varde and 
Frame, 1985). In today’s modern world, where new 
technologies are introduced every day, transportation’s 

energy use is increasing rapidly. Fossil fuel particularly 
petroleum fuel is the major contributor to energy 
production and the primary fuel for transportation. 
Rapidly depleting reserves of petroleum and decreasing 
air quality raise questions about the future. As world 
awareness about environment protection increases so does 
the search for alternative to petroleum fuels. Hydrogen 
can be used as a clean alternative to petroleum fuels and 
its use as a vehicle fuel is promising in the effects to 
establish environmentally friendly mobility systems. So 
far, the extensive studies were investigated hydrogen 
fueled internal combustion engines (H2ICE) with external 
mixture formation fuel delivery system (Stockhausen et 
al., 2002; Kahraman et al., 2007). However, the operation 
of these engines subjected to abnormal combustion, such 
as pre-ignition, backfire and knocking. Moreover, the 
power outputs of these hydrogen engines are about 30% 
less than those of gasoline engines (Tang et al., 2002). 
Therefore the premixed-charge spark ignition engines 
fueled with hydrogen can be used for significantly limited 
operation range (Tsujimura et al., 2003). It is a common 
conclusion achieved by many researchers that abnormal 
combustion can be controlled by direct injection (DI) of 
hydrogen inside the cylinder (Tsujimura et al., 2003; 
Rottengruber et al., 2004; Mohammadi et al., 2007).  
 
Direct injection H2ICE requires optimized operation 
strategies that enable the availability of high power output 
as well as the abolition of critical exhaust gas emission in *Corresponding author email: mustafizur@ump.edu.my 
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combination with high efficiencies. Several parameters 
need to be optimized. Optimization of spark timing, valve 
timing, combustion chamber geometry, injection 
parameters such as injection timing, injection duration, 
injection pressure and nozzle hole numbers/arrangement, 
swirls intensity, etc. are indeed important to achieve an 
engine performance level competitive to that in the 
modern direct-injection diesel engines (Mohammadi et 
al., 2007).         
 
Injection timing plays a critical role in the phasing of the 
combustion, and hence the emissions and torque 
production. Therefore, extensive number of studies 
indicated the significance of optimization for ignition 
timing (Sierens et al., 2005; Kim et al., 2006; White et 
al., 2006; Mohammadi et al., 2007; White et al., 2006) 
suggested that late injection can minimize the residence 
time that a combustible mixture is exposed to in-cylinder 
hot spots and allow for improved mixing of the intake air 
with the residual gases. This selection can control pre-
ignition problem. The main challenge for selecting proper 
ignition timing that is in-cylinder injection requires 
hydrogen–air mixing in a very short time. For early 
injection (i.e., coincident with inlet valve closure (IVC)), 
maximum available mixing times range from 
approximately 20 ms to 4 ms across the speed range 1000 
rpm to 5000 rpm. In practice, to avoid pre-ignition, start 
of injection (SOI) is retarded with respect to IVC and 
mixing times are further reduced. Regarding the behavior 
of the performance characteristic with ignition timing, 
there are several contradictories in the literature. 
Eichlseder et al. (2003) found that at low loads (or low 
equivalence ratio (φ)), indicated efficiency (IE) increases 
with retard of SOI. The increase was shown to be due to 
the decrease in the compression work caused by 
differences in mixture gas properties and charge mass 
with retarded SOI. Eichlseder et al. (2003) also found 
their study at high loads, IE first increases and then 
decreases with retard of SOI. The reversing trend is 
assumed to be a consequence of an unfavorable mixture 
formation. However, Kim et al. (2006) reported the 
results contradictory to Eichlseder et al. (2003) results, 
where they find that, for both low and high loads, 
indicated efficiency decreases monotonically with retard 
of SOI. These contradictory findings may be a result of 
differences in mixture formation (White et al., 2006). 
Much effort has been devoted to optimize the injection 
timing which is ranging from IVC until the top dead 
center (i.e. within the compression stroke). However, 
Mohammadi et al. (2007) optimized the injection timing 
for three ranges: 
 
• during the intake stroke, where they prevented backfire. 

However, thermal efficiency and output power are 
limited by knock due to reduction in volumetric 
efficiency; 

• at compression stroke, where they prevented knock and 
gives an increase in thermal efficiency and maximum 
output power; and 

 
at later stage of compression stroke, where they achieved 
thermal efficiency higher than 38.9% and brake mean 
effective pressure 0.95MPa. 
 
This study attempts to optimize injection timing that gives 
the best performance of a 4-cylinders direct injection. The 
4-cylinder direct injection hydrogen fueled engine model 
is developed for this purpose. The effects of engine speed 
on the injection timing and engine performance such as 
indicated efficiency indicated specific fuel consumption, 
power and torque for direct injection hydrogen fueled 
engine.  
 
MODEL DESCRIPTION 
 
The engine model for an in-line 4-cylinder direct injection 
engine was developed for this study. Engine 
specifications for the base engine are tabulated in Table 1. 
The specific values of input parameters including the 
AFR, engine speed, and injection timing were defined in 
the model. The boundary condition of the intake air was 
defined first in the entrance of the engine. The air enters 
through a bell-mouth orifice to the pipe. The discharge 
coefficients of the bell-mouth orifice were set to 1 to 
ensure the smooth transition as in the real engine. The 
pipe of bell-mouth orifice with 0.07 m of diameter and 0.1 
m of length are used in this model. The pipe connects in 
the intake to the air cleaner with 0.16 m of diameter and 
0.25 m of length was modeled. The air cleaner pipe 
identical to the bell-mouth orifice connects to the 
manifold. A log style manifold was developed from a 
series of pipes and flow-splits. The intake system of the 
present study model is shown in Fig. 1. The total volume 
for each flow-split was 256 cm3. The flow-splits compose 
from an intake and two discharges. The intake draws air 
from the preceding flow-split. One discharge supplies air 
to adjacent intake runner and the other supplies air to the 
next flow-split. The last discharge pipe was closed with a 
cup to prevent any flow through it because there is no 
more flow-split. The flow-splits are connected with each 
other via pipes with 0.09 m diameter and 0.92 m length. 
The junctions between the flow-splits and the intake 
runners were modeled with bell-mouth orifices. The 
discharge coefficients were also set to 1 to assure smooth 
transition, because in most manifolds the transition from 
the manifold to the runners is very smooth. The intake 
runners for the four cylinders were modeled as four 
identical pipes with .04 m diameter and 0.1 m length. 
Finally the intake runners were linked to the intake ports 
which were modeled as pipes with 0.04 m diameter and 
0.08 lengths. The air mass flow rate in the intake port was 
used for hydrogen flow rate based on the imposed AFR.  
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Table 1. Engine specification. 
 

Engine Parameter Value  Unit  
Bore  100 mm 
Stroke  100 mm 
Connecting rod length  220 mm 
Piston pin offset  1.00 mm 
Total displacement 3142 (cm3) 
Compression ratio 9.5  
Inlet valve close, IVC -96 0CA 
Exhaust valve open, EVO 125 0CA 
Inlet valve open, IVO  351 0CA 
Exhaust valve close, EVC  398 0CA 

   

The second major part of the engine model is the 
powertrain model which is shown in figure 2. In the 
powertrain, the induced air passes through the intake cam-
driven type valves with 45.5 mm of diameter to the 

cylinders. The valve lash (mechanical clearance between 
the cam lobe and the valve stem) was set to 0.1 mm. The 
overall temperature of the head, piston and cylinder for 
the engine parts are listed in table 2. The temperature of 
the piston is higher than the cylinder head and cylinder 
block wall temperature because this part is not directly 
cooled by the cooling liquid or oil. The burning rate (Xb) 
of combustion process was modeled using Wiebe 
function, which can be expressed as Eq. (1): 

 
Table 2. Temperature of the mail engine parts. 

 
Components Temperature (K) 
Cylinder head 550 
Cylinder block wall 450 
Piston 590 

 
Fig. 1. Intake system model. 
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where θ is the crank angle, iθ  is the start of combustion, 

θ∆  is the combustion period and a and n are adjustable 
constants.  
 
Furthermore, the heat transfer in-side the cylinder was 
modeled using a formula which is closely emulates the 
classical Woschni correlation. Based on this correlation, 
the heat transfer coefficient hc can be expressed as 
Eq. (2): 
 

8.055.08.02.026.3 wTpBhc
−−=         (2) 

 
where B is the bore in meters, p is the pressure in kPa, T is 
temperature in K and w is the average cylinder gas 
velocity in m/s. 
 
The hydrogen gas fuel was injected directly in-side the 
cylinders using the four sequential pulse fuel injectors. 
The AFR was imposed for the injectors. Then, the 
injected fuel rate was estimated using the Eq. (3): 
 

( )PW
FARNVm dv 2

3)(refdelivery ρη=&          (3) 

 
where  deliverym& is the injector delivery rate (g/s), refρ  the 
reference density (kg/m3), N is the engine speed (rpm), Vd 
is the volume displacement (cm3), FAR is the fuel air ratio 
and PW is the injection duration (0CA). 
 
The four cylinders were then connected together through 
the engine part which translates the force acting on each 
piston into the crankshaft (brake) power. Furthermore, 
engine friction model was imposed to model friction in 
the engine. The friction mean effective pressure (FMEP) 
was modeled based on Eq. (4): 
 

( )max005.04.0 PFMEP ×+=     

( ) ( )2
mp

0009.009.0 SpeedSpeedmp ×+×+
 

(4) 

 
where Speedmp represents the mean piston speed and Pmax 
is the peak cylinder pressure.   
 
The last major part in the present model is the exhaust 
system which is shown in figure 3. The exhaust runners 
were modeled as rounded pipes with 0.03 m inlet 
diameter, and 800 bending angle for runners 1 and 4; and 
400 bending angle of runners 2 and 3. Runners 1 and 4, 
and runners 2 and 3 are connected before enter in a flow-
split with 169.646 cm3 volume. Conservation of 

momentum is solved in 3-dimentional flow-splits even 
though the flow in GT-Power is otherwise based on a one-
dimensional version of the Navier-Stokes equation. 
Finally a pipe with 0.06 m diameter and 0.15 m length 
connects the last flow-split to the environment. Exhaust 
system walls temperature was calculated using a model 
embodied in each pipe and flow-split. Table 3 are listed 
the parameters used in the exhaust environment of the 
model. Figure 4 shows the entire model of 4-cylinder 
direct injection engine. 

 
Fig. 2. Powertrain model. 
 
Table 3. Parameters used in the exhaust environment.  
 

Parameters Value Unit 
External environment 
temperature 

320 K 

Heat transfer coefficient 15 W/m2K 
Radiative temperature  320 K 
Wall layer material Steel  
Layer thickness 3 Mm 
Emissivity 0.8  
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RESULTS AND DISCUSSION 
 
The results in the following section show the engine 
performance behavior with injection timing for each 
condition under investigation. In order to check the 
validity and accuracy of the present model, comparison 
with published experimental results in the literature. The 
effect of AFR with injection timing on the engine 
performance parameters including efficiency, brake 
specific fuel consumption, power, and torque were 
discussed. The effects of engine speed with injection 
timing on the engine performances are also investigated. 

 
Model Validation 
 
The experimental results obtained from Mohammadi et al. 
(2007) were used for the purpose of validation in this 
study. Engine specifications of Mohammadi et al. (2007) 
and present single cylinder direct injection engine model 
are listed in Table 4. For the purpose of validation, single 
cylinder direct injection engine model converted to 4-
cylinder direct injection model. Figure 5 shows the single 
cylinder direct injection engine model. Engine speed and 
AFR were fixed at 1200 rpm and 57.216 ( 6.0=θ ) 
respectively in this comparison.  Injection timing was 
varied from 130 0CA BTDC until 70 0CA BTDC to be 
coincident with Mohammadi et al. (2007).  The 
correlation of brake thermal efficiency of the baseline 
model and experimental results obtained from 
Mohammadi et al. (2007) is shown in Fig. 6. It can be 

seen that the brake thermal efficiency are good match 
with the experimental results. Only small deviation was 
obtained due to the difference between the engine 
operation conditions that are not mentioned in 
Mohammadi et al. (2007). However, considerable 
coincident between the single cylinder model and 
experimental results can be recognized in spite of the 
mentioned model differences. 
 
Table 4. Specifications of the engines models. 

 

Engine Parameter Mohammadi 
et al. (2007) 

Present 
Model Unit 

Bore  102 102 mm 
Stroke  105 105 mm 
Connecting rod 
length  NA* 220 mm 

Piston pin offset  NA 1.00 mm 
Total displacement 857 858 (cm3) 
Compression ratio 11.5 11.5  
Inlet valve close, 
IVC 580 6240 ATDC 

Exhaust valve 
open, EVO 130 1250 ATDC 

Inlet valve open, 
IVO  360 3510 ATDC 

Exhaust valve 
close, EVC  380 3980 ATDC 

 

* NA = not available 

 

 
Fig. 3. Exhaust system model. 
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Fig. 6. Comparison between published experimental 
results.  

 
Mohammadi et al. (2007) and present single cylinder 
direct injection engine model based on brake efficiency. 
 
Engine Speed Influence on Injection Timing 
  In the present model, hydrogen was injected into the 
cylinder within a timing  range  started  just before  IVC 
(-960 BTDC) until TDC (00). AFR was varied. Amount of 
hydrogen injected in one cycle is approximately 22 
mg/cycle with injection pulse duration of 4.4 ms. Engine 
speed was varied from 2000 rpm to 6000 rpm. 
Stoichiometric condition was fixed throughout the 
investigation.  
 
Figure 7 shows the variation of indicated thermal 
efficiency with the injection timing for the changes of 
engine speed. It can be seen that the indicated efficiency 
increases with decreases of engine speed. From the 
acquired results, indicated efficiency increases slightly 
with advances of injection timing towards TDC for all 

 

Fig. 4. In-line 4-cylinder direct injection hydrogen fueled engine model. 
 

 
Fig. 5. Single cylinder direct injection model.  
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engine speed range. It is also seen that the slightly 
increase of indicated efficiency until about 300 BTDC for 
2000 rpm then it drops down. The rate of change in 
indicated efficiency is higher for higher speed and drop 
occurs early in higher speeds. For very high speeds, the 
drop happens earlier due to the early interaction between 
the injection duration and ignition timing. Optimum 
injection timing under speeds from 2000 rpm to 5000 rpm 
was in the range (400-800) BTDC while the optimum 
injection timing for 6000 rpm was 1000 BTDC. 
Obviously, engine speed has a strong contribution in 
specifying the optimum injection timing. The very limited 
acceptable injection timing range occurs for high speeds. 
The selection of the proper injection timing is crucial not 
only for performance aspects, but also for stable 
operation. However, one should keep in mind that this 
situation, described currently, is for stoichiometric 
condition. It was extensively emphasized by related 
studies that stable stoichiometric operation is not simple 
in hydrogen engines and it is accompanied by lot of 
difficulties. So, with higher AFR best situation is 
expected. The variation of engine speed on the indicated 
efficiency is shown in figure 8 for stoichiometric 
operation and injection timing of 1000 BTDC. It can be 
seen that the maximum indicated efficiency is 38.55% 
corresponding to engine speed 2500 rpm. This variation 
of indicated efficiency is primarily due to the variation of 
the volumetric efficiency.         
               
Figure 9 shows the influence of injection timing on ISFC 
for different engine speeds. Lower engine speeds 
operation consumes smaller amounts of hydrogen as well 
as permits wider range for injection timing. The inverse is 
true for higher speeds where very limited range is 
available for injection timing. For 2000 rpm, the fuel 
consumption rates are acceptable throughout the studied 
range with injection timing of 600 BTDC being the 
optimum. At injection timing of 1000 BTDC, minimum 
hydrogen consumed at 6000 rpm. 

 

 
 

Fig. 9. Variation of ISFC with injection timing for various 
engine speeds. 
 
Figure 10 illustrates the variation of power with injection 
timing with respect to changes the engine speed. It can be 
seen that the power gained increases with increases of 
engine speed except 6000 rpm case. However, this 
happens due to the interaction between injection duration 
and ignition timing. So, it does not represent the normal 
situation. This occurs at injection timing in the vicinity of 
TDC. The maximum power of 123 kW was gained at 
injection timing of 1000 BTDC for 5000 rpm, while the 
optimum injection timing that gives at 2000 rpm was 400 
BTDC and maximum power of 59 kW. The power shows 
a maximum at engine speed 5000 rpm. It is also observed 
that the power gained decreases at 6000 rpm due to the 
increase in the friction losses. The variation of engine 
speed on the power gained is shown in Fig. 11 for 
stoichiometric operation and injection timing of 
1000 BTDC. From the acquired results, the power 
increases slightly with advances of injection timing 
towards TDC for all engine speed range. It is also seen 

  
Fig. 7. Variation of indicated efficiency with injection 
timing for various engine speeds. 

Fig. 8. Effect of engine speed on indicated efficiency.  
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that the slightly increase of power until about 300 BTDC 
for 2000 rpm then it drops down. The rate of change in 
power is higher for higher speed and drop occurs early in 
higher speeds. For very high speeds, the drop happens 
earlier due to the early interaction between the injection 
duration and ignition timing and friction losses.    

 
Figure 12 shows the trends of torque with injection timing 
with the interaction of engine speed effect. Higher torques 
is produced at lower speed with extra advantages of more 
acceptable operation range of injection timing. The severe 
drop with high speed introduces a challenge for injection 
timing optimization. Based on torque measure, the 
optimum injection timing throughout the studied speeds, 
ranged from 400 BTDC at 2000 rpm until 1000 BTDC at 
6000 rpm. This extended range imposes more control 
difficulties. However, compromise solutions can be 
applied.   
 

 
 
Fig. 12. Variation of torque output with injection timing 
for various engine speeds. 
 
As a whole, there is optimum injection timing that gives 
the maximum efficiency, maximum power and torque and 
minimum desired indicated specific fuel consumption. 

This optimum injection timing strongly depends on the 
engine speed. Shorter injection duration is required at lean 
conditions compared to rich conditions. Long injection 
duration can interact with spark timing which is highly 
undesirable because of it causes the unstable operation. 
Therefore, short injection duration is reflected in more 
extended acceptable injection range. Although, spark 
timing is restricted with injection timing, the stable 
operation can be obtained in wide range of engine speed 
as long as spark timing is adequately selected.  

 
CONCLUSIONS 
 
A computational model was developed for four cylinders 
direct injection hydrogen fueled internal combustion 
engine. The main task was to find the optimum injection 
timing and investigate the influence of AFR and engine 
speed on this optimum value. The main results are 
summarized as follows: 
 
1. The engine performance is strongly depends on the 

engine speed. The engine speed 2500 rpm gives the 
maximum indicated efficiency.  

2. Optimum injection timing depends also strongly on 
engine speed. Lower speeds advances optimum 
injection timing toward TDC timing. 

3. As a compromise, injection timing of 600 BTDC can 
be considered as optimum for the present engine. 
However, this is for constant injection timing. The 
recommended operation is with different injection 
timing bases on engine speed. 

4. Interaction between injection duration and spark 
timing is strongly undesired and can result in 
unstable operation. This is was apparent by the 
unaccepted performance parameters during 
interaction period. Avoidance of this interaction 
should take priority in specifying injection timing. 

5. Spark timing is another parameter that should be 
optimized for hydrogen engines, especially direct 
injection hydrogen engines. The optimum values of 

  
Fig. 10. Variation of power output with injection timing 
for various engine speeds. 

Fig. 11. Effect of engine speed on power.   
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spark timing and injection timing are related strongly. 
The best way of optimizing injection timing is to fix 
spark timing on maximum brake torque timing.  
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ABSTRACT 
 
A dimensionless analysis of isobaric diffusion process has been conducted on both membrane sides to see the 
influence of volumetric flow rate and temperature on mass transfer. This analysis is based on the reduced form 
of dusty gas model appropriate for the evaluation of isobaric diffusion process in membrane reactors. The 
component mass balances in the two gas compartments are calculated by ignoring axial dispersion in terms of 
Bodenstein’s number. Influence of volumetric flow rate and temperature on mass transfer in membrane reactors 
is evaluated in this work. Results are presented in form of dimensionless quantities solved by subsequent 
transformations.  
 
Keywords: Dusty gas model, Isobaric diffusion, axial dispersion, mass transfer, membrane reactor. 

 
 
INTRODUCTION 
 
Multilayer asymmetric membranes usually consist of 
permselective material as a thin film on one or a series of 
porous supports, which provide the required mechanical 
stability without dramatically reducing the total 
transmembrane flux (Biesheuvel et al., 1999). Such 
membranes are the primary component of membrane 
reactors and every reactor model must describe transport 
kinetics through the membrane accounting for its 
complicated structure. Many researchers have contributed 
to the characterization of porous inorganic membranes for 
their use in membrane reactors by identifying and 
validating the mass transfer parameters of the membrane 
during the recent years (Meixner and Dyer, 1998; 
Beuscher and Gooding, 1999; Tuchlenski et al., 1997; 
Tuchlenski et al., 1998; Capek and Seidel-Morgenstern, 
2001; Uchytil et al., 2000; Thomas et al., 2001; Thomas, 
2003). The axial spread along the membrane is 
characterized by a dispersion coefficient depending on the 
diffusivity and the fluid velocity. The influence of axial 
dispersion on mass transfer is normally neglected while 
modelling the membrane reactors. Though chemical 
reaction is not considered yet, the catalytic partial 
oxidation of hydrocarbons like butane to maleic acid 
anhydride is the background of the investigation. Thus 
present work focuses on the independent and separate 
analysis of isobaric binary diffusion through multilayer 
tubular ceramic membranes (porous aluminium oxide) to 
understand the effects volumetric flow rate and 
temeperature on the diffusion process, which is necessary 

for modeling and optimization of membrane reactors. The 
paper is organized by first giving an overview of the 
mathematical modeling of isobaric diffusion in tubular 
membrane reactors. Then the model used for mass 
transfer is transformed into dimensionless form. 
Subsequently, the results of simulation analysis conducted 
for the isobaric diffusion process are discussed. 
 
Mass transfer model  
The Dusty Gas Model (DGM) has been used to describe 
mass transfer through the porous membrane. The model is 
based on the idea of considering the solid phase as large 
molecules (“dust”) in a multicomponent gas mixture in 
order to capture the complex combination of viscous 
flow, Knudsen diffusion and molecular diffusion in 
porous media (Mason and Malinauskas, 1983). Viscous 
flow is bulk, non-separating flow caused by total pressure 
gradients, while in the Knudsen regime the transport is 
controlled by molecule-wall interactions, so that the 
molecules travel independently from each other. In 
contrary, molecule-molecule interactions define the 
molecular (ordinary, continuum) diffusion. 
 
In its general form, the dusty gas model for species j in a 
mixture of N components is expressed by the relationship  
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where     j = 1 to N.                                           
 
The driving forces are included in the right-hand part of 
eq. (1) in terms of total pressure and molar fraction *Corresponding author email: arshad-ccems@nust.edu.pk 
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(partial pressure) gradients, while the resulting fluxes, 

jn&
, appear at the left-hand side of the equation.  

 
The mass balance for gas flowing in the annulus has been 
formulated in one-dimensional way to  
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In the tube it holds 
 

.0n
nF

r2
x~

n
n

u
dz
d

dz
x~d

D i,m,j
in,i,gi

i,m
i,j

in,i,g

i,g
i,g2

i,j
2

i,ax =
π

−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
− &

  (3) 
 
 
The boundary conditions at the inlet and outlet of annulus 
and tube are taken after Danckwerts,  
z = 0: 
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At the membrane-gas interphaces it is:  

( ),x~x~nn o,jo,m,jo,m,go,gom,j, −β=&
  (7a) 

( ) .x~x~nn i,m,ji,ji,m,gi,gim,j, −β=&
   (7b) 

 
The relationship between flow rates and fluxes can be 
written as 

( ),Lr2Nn o,mjom,j, π= &&
                  (8a) 

( ).Lr2Nn i,mjim,j, π= &&
                              (8b) 

 
The coefficients for Knudsen and for molecular diffusion 
can be expressed in the form 
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respectively. Consequently the model has three 
parameters B0, K0 and F0, for capturing the influence of 

the structure of any specific porous body on viscous flow, 
bulk diffusion and molecular diffusion. 
 
With the additional assumption of tortuous, mono-
dispersed capillaries, which are neither interconnected, 
nor change their cross-sectional area with their length, the 
mentioned three parameters of the dusty gas model can be 
expressed as 
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and are, thus, reduced to a set of only two morphological 
parameters, namely 
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the diameter of the assumed cappilaries, and 
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Binary diffusion coefficients, Djk, have been calculated in 
the present work by means of the Chapman-Enskog 
equation Reid et al. (1987). 
 
Non-dimensional form of the model equations 
Axial dispersion represents the transport in axial direction 
superimposed on that due to convection (Gunn, 2004; 
Tsotsas and Schlünder, 1988). The inclusion of axial 
dispersion coefficient in the mass transfer model might 
cause concentration gradients at the entrance of 
measuring cell but it is generally assumed that it has no 
considerable influence on the overall diffusion process in 
composite membranes. Hence, the component mass 
balances in the two gas compartments are calculated by 
ignoring axial dispersion. At low gas velocities, i.e. in the 
laminar flow regime, the dispersion is mainly caused by 
diffusion. The component mass balance equations (eqs (2) 
and (3)) considering simultaneous convection and 
diffusion in the flow system have been transformed to 
dimensionless form for annulus and tube respectively, 
yielding  

( )
,0

x~
N

d
x~nud

d

x~d
Bo

1
av

in,j

o,jo,jo,go,g
2

o,j
2

in,o
=+

ζ
−

ζ

∗∗∗∗∗ &

    (16) 
 



Hussain et al. 743

( )
,0

x~
N

d
x~nud

d

x~d
Bo

1
av

in,j

i,ji,ji,gi,g
2

i,j
2

in,i
=+

ζ
−

ζ

∗∗∗∗∗ &

  (17) 
where 

,
L
z

=ζ
 (18) 

,
D

Lu
Bo

o,ax

in,o,g
in,o =

     
,

D
Lu

Bo
i,ax

in,i,g
in,i =

     (19a,b) 
 

,
unF

N
N

in,o,gin,o,go

j
o,j

&
& =∗

    

,
unF

N
N

in,i,gin,i,gi

j
i,j

&
& =∗

        (20a,b) 
 

,
u
u

u
in,o,g

o,g
o,g =∗

          
,

u
u

u
in,i,g

i,g
i,g =∗

     (21a,b) 
 

,
n
n

n
in,o,g

o,g
o,g =∗

          
,

n
n

n
in,i,g

i,g
i,g =∗

    (22a,b) 
 

,
x

x~
x~ av

in,j

o,j
o,j =∗

          
.

x

x~
x~ av

in,j,

i,j
i,j =∗

         (23a,b) 
 
The average inlet molar fraction of regarded component 
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is calculated by considering 
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The required boundary conditions for mass transfer are 
also transformed to 
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The convective boundary conditions at the membrane 
have been transformed as 
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                                         Fig.1 . Experimental set-up for the isobaric diffusion experiment. 
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Dimensionless gas volumetric flow rates are defined as 
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and are equal to 
∗

o,gu
 and 

∗
i,gu
 (eqs (21a,b)) for the 

isothermic case. All simulations have been conducted 
with ProMoT/Diva. The dusty gas model is applied for 
quantifying mass transfer in every membrane layer (M1). 
The structural parameters of investigated inorganic 
membrane (M1) have been successfully identified and 
validated “Hussain et al. (2006)”. The values of structural 
parameters of the each membrane layer are given in Table 

 
 
Fig. 2a. Mole fraction of helium (in annulus and tube) vs. dimensionless length; influence of volumetric flow rate on
composition profiles of helium. 

 
 
Fig. 2b. Mole fraction of nitrogen (in annulus and tube) vs. dimensionless  length; influence of volumetric flow rate 
on composition profiles of nitrogen. 
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1. A binary system of nitrogen (annulus) and helium 
(tube) has been considered for the simulations. 
 
MATERIALS AND METHODS 
 
Experimental method  
Though focus is not on the experimental technique to 
investigate the diffusion process, however, figure 1 
recapitulates the principle of isobaric diffusion 

experiment used in order to validate the mass transport 
parameters of the membrane and study the influence of 
different parameters on isothermal, isobaric diffusion 
process in a tubular membrane reactor. Notice that the 
sketch realistically shows the reactor geometry, consisting 
of a shell-side (annulus, index ‘‘o’’) and a tube-side 
(index ‘‘i’’) space.  
 

 
Fig. 3a. Mole fraction of helium (in annulus and tube) vs. the respective number of transfer units.  

 
 

Fig. 3b. Mole fraction of nitrogen (in annulus and tube) vs. the respective number of transfer units. 
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RESULTS AND DISCUSSION 
 
Influence of volumetric flow rate  
In this case plug flow is assumed outside the boundary 
layer (Dax = 0) and the influence of volumetric flow rate 

)VV( in,o,gin,i,g
&& =

 on composition in terms of 

dimensionless quantities and numbers is investigated. By 
keeping all other parameters constant at Dax = 0, the inlet 
volumetric flow rate of tube (i) and annulus (o) is varied 

at the same rate from 
61002.1 −×  to 

31087.3 −×  m3/s. 
The boundary or operating conditions used for the 
simulations of Figs 2 and 3 are:  
 

 
 
Fig. 4a. Mole fraction of helium (in annulus and tube) vs. dimensionless length; influence of temperature on
composition profiles of helium.  

 
 
Fig. 4b. Mole fraction of helium at the outlet of annulus and tube vs. temperature. 
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Figure 2 shows the dimensionless molar composition of 
helium and nitrogen plotted against the dimensionless 
length for varying gas volumetric flow rate in annulus and 
tube. It can be seen in figure 2a that by increasing the 
inlet flow rates helium composition tends to unity 

)1x~( i,He →∗

in tube and tends to zero )0x~( o,He →∗

in 

 
Fig. 5a. Dimensionless volumetric flow rate (in annulus and tube) vs. dimensionless length; influence of temperature
on volumetric flow rates. 

 
 
Fig. 5b. Dimensionless volumetric flow rate at the outlet of annulus and tube vs. temperature. 
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annulus and vice versa in Fig. 2b for the case of nitrogen. 
Similar effects are shown in Figs 3a and b, however in 
these figures, mole fraction of nitrogen and helium at the 
outlet is plotted against NTU. For instance Fig. 3a reveals 
that by increasing NTU (lower gas flow rate) gas 
composition reaches the equilibrium values. At low NTU 
(higher gas flow rate) helium composition tends to unity 

)1x~( i,He →∗

in tube and tends to zero )0x~( o,He →∗

in 
annulus and vice versa in figure 3b for the case of 
nitrogen. This can be attributed to the lower residence 
time of gases in the tube and annulus retarding the mass 
transfer of gases. 
 
Influence of temperature 
The influence of temperature on mass transfer at 
isothermal conditions is presented in this section. 
Simulations are conducted by varying temperature from 
295.15 to 1000 K and the results for the steady state 
isothermal case are depicted in figures 4 and 5 for the 
following operating conditions: 
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The temperature has a positive effect on membrane’s 
transport parameters and a negative effect on density, 
which in the combination lead to increasing fluxes for 
higher temperatures and the here considered membrane. 
Consequently, an increase of temperature will enhance the 
diffusion process resulting in steeper composition profiles 
(Fig. 4) and higher differences in volumetric flow rate in 
tube and annulus (Fig. 5). 
 
 
CONCLUSION 
  
A non-dimensional analysis of isobaric diffusion, based 
on simulations, has been done to see the influences of 
volumetric flow rate and temperature on the isobaric 
diffusion process in terms of mole fraction and gas flow 
rates. The analysis reveals that system attains equilibrium 
at lower gas flow rates and rise in temperature enhances 

the diffusion process in composite membrane which will 
lead to reach the equilibrium faster. 
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Nomenclature 

0B  
2m  Permeability constant in 

dusty gas model 
Bo   - Bodenstein number 
d  m  Diameter 

axD  
12sm −
 

Axial dispersion coefficient 

D  12sm −
 

Diffusion coefficient 

0F   -  Ratio of effective to 
molecular diffusion 
coefficient 

F  2m  Cross-sectional area 

0K  
m  Knudsen coefficient in dusty 

gas model 
L  m  Length 
M~  

1molkg −
 

Molar mass 

n  3mmol −
 

Molar density 

n&  12smmol −− Molar flux 

N&  
1smol −
 

Molar flow rate 

NTU   - Number of transfer units 
P  Pa  Pressure 
r   - Radial coordinate 
R~  

11KmolJ −− Universal gas constant 

T  K,C°  Temperature 
u  1sm −

 
Flow velocity 

V&  
13sm −
 

Volumetric flow rate 

x~   - Mole fraction 
z   - Axial coordinate 
 

Table 1. Producer information and identified mass transfer parameters of membranes (M1). 
 

Layer Composition Nominal pore 
diameter (m) 

Thickness 
(m) 

Ko          
(m) 

Bo          
(m2) 

dp           
(m) 

ε 
τ 

Support α-Al2O3 3.0 x 10-6 5.5 x 10-3 8.16 x 10-8 2.96 x 10-14 2.90 x 10-6 0.112 
1st layer α-Al2O3 1.0 x 10-6 25 x 10-6 7.99 x 10-8 2.73 x 10-14 2.73 x 10-6 0.124 
2nd layer α-Al2O3 60 x 10-9 25 x 10-6 2.98 x 10-9 2.85 x 10-17 76.5 x 10-9 0.156 
3rd layer γ-Al2O3 10 x 10-9 2 x 10-6 2.03 x 10-9 7.47 x 10-18 29.4 x 10-9 0.277 
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Greek symbols 
 
β  

1sm −
 

Mass transfer coefficient 
ε   - Porosity 
ζ   - Dimensionless length 
η 

1sPa −
 

Viscosity 
τ   - Tortuosity 
 
Indices 
av   Average 
D  Diffusivity 
e   Effective 
g   Gas 
in   Inlet 
i   Inner, tube side 
j, k   Species in the mixture 
K   Knudsen 
m   Membrane 
o   Outer, annulus side  
out   Outlet 
p   Pore 
∗   Dimensionless quantity 
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ABSTRACT 
 
 At Agartala (Lat 23° N, Long 91° 24´ E), North-Eastern part of India, continuous monitoring of VLF/LF sferics and 
subionospheric transmitted signals are being continued since 1975. From the recording of one such subionospheric signal 
at 40 kHz from Japan (Lat 36° 11´ N, Long 139° 51´ E), some observed typical variations in the transmitted signal 
amplitude during solar flares and meteor showers will be presented in this paper. 
 
Keywords: VLF signal modulation, solar flare effects, meteor shower detection. 
 
INTRODUCTION 
 
Solar X-ray flares, meteor showers, geomagnetic storms 
and other terrestrial phenomena while entering the earth’s 
atmosphere produce electromagnetic waves in the VLF 
range due to interaction with the medium, which 
propagate and reach the ground at the same instance as 
the optical signals (Price and Blum, 2000; De et al., 2006; 
Chakrabarti et al., 2002; Keay, 1995; Beech et al., 1995). 
 
The effects of large electric field from any such origin 
introduce perturbation in ion composition, temperature 
and other physical parameters within the ionosphere at 
different levels of altitude extending from the lowest D-
region to the magnetosphere height. Anomalous changes 
of amplitude and phase of VLF subionospheric signals 
would occur during their propagation through such 
perturbed regions (Volland, 1982; Rodger, 2003; Dowden 
and Adams, 1990; Garaj et al., 2000; Nickolaenko et al., 
1999). From VLF amplitude and phase observations, solar 
flare induced ionospheric D-region changes have been 
investigated (Nickolaenko and Hayakawa, 1998; 
Thomson and Clilverd, 2000). 
 
Wave propagation below 300 kHz within the earth-
ionosphere wave-guide is characterized by complex 
phenomena involving nonhomogeneous and anisotropic 
media. In recent period, based on FDTD computational 
solutions of Maxwell’s equations, the effects of 
anomalous electric field during solar and different 
geophysical events upon subionospheric wave 
propagation are being successfully analysed (Thomson 
and Cliverd, 2001; Baba and Hayakawa, 1995; Otsuyama 
et al., 2003; Simpson and Taflove, 2004).  
 
In this paper, some typical variations of amplitude of 40 

kHz  subionospheric  Japanese  signal  due  to  solar flares  
and meteor showers will be presented. These are recorded 
at Agartala (Lat 23° N, Long 91° 24´ E) at different 
periods over the past twenty years.  
 
The Features of the 40 kHz Sub-ionospheric Signal 
Transmitter call sign JG2AS/JJF-2 
 
Location Japan 
Latitude 36° 11´ N 
Longitude 139° 51´ E 
 
Transmitting antenna 
Type Omni-directional 
Power at radiation 10 kW 
Operation Continuous 
 
Receiver 
The recording system consists of loop antenna feeding a 
number of OP-AMPs used in tuned radio frequency 
mode. The output of the AC amplifier is detected and the 
DC level is further amplified logarithmically. The DC 
gain has been used to adjust the receiver’s sensitivity 
corresponding to the incoming signal which shows 
marked variation over the year. The DC output is used as 
the signature of the amplitude of 40 kHz signal. The 
overall gain of the amplifier is 120 dB with a band width 
of 200 Hz. The time constant of the recorder is 7.5 sec. A 
gyrator-II type VLF receiver has also been made useful 
for recording this signal (Simpson and Taflove, 2007). 
Using computer sound card, data were recorded at a 
sample rate of 10/s which have been analyzed through 
origin 5.0. 
 
Observed Sub-ionospheric signals from Agartala  
The diurnal behavior of the amplitude of 40 kHz signals 
under normal condition is depicted in figure 1. In the 
figure, the zones A, B, C and D represent sunrise minima, *Corresponding author email: de_syam_sundar@yahoo.co.in
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recovery effect, afternoon maxima and sunset minima, 
respectively.  
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Fig. 1. Diurnal behavior of amplitude of 40 kHz radio 
signal. 
 
Figure 2 shows a typical enhancement in signal strength 
due to solar flare in 40 kHz in relation to Sudden 
Enhancement in Signal Strength, SES, occurred during 
0854 Hour to 0916 Hour on 24.01.2007. Here, C: 
commencement time and E is the end of the event. 
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Fig. 2. Typical enhancement in signal strength due to 
solar flare. 
 
During solar flare, the signal level rises and follows the 
sequences of enhanced solar radiation. This has been 
termed as SES. 
 
Some of the observed SES  
Occurrences of SES in different solar phases P1, P2, P3 
and P4 and their relationship with different types of X-ray 
flares: 
 
P1:  The Sun moves from Tropic of Cancer to Equator (21 

June-21 September) 
P2:  The Sun moves from Equator to Tropic of Capricorn 

(22 September-21 December) 
P3:  The Sun moves from Tropic of Capricorn to Equator 

(22 December-21 March) 

P4:  The Sun moves from Equator to Tropic of Cancer (22 
March-21 June). 

 
Percentage association of SES with 

X-ray flares of types Solar 
cycle 

Solar 
Phase 

Impulsive GRF Spikes 
P1 81 85 65 
P2 78 81 62 
P3 72 78 58 

22nd 

P4 68 75 56 
P1 79 79 61 
P2 74 76 57 
P3 68 72 54 

23rd 

P4 65 68 51 
 
Some correlation studies are presented in figure 3. 
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Fig. 3. Three graphs show the percentage correlation of 
SES, average nighttime absorption in geomagnetically 
active days and average absorption in sporadic 
meteorologically active days in various years of 21st- 22nd, 
22nd-23rd solar cycles. 
 
The results show good correlation with solar cycle 
variations. But the magnitudes are solar cycle dependent. 
It is seen that the effects are slightly higher in 21st – 22nd 
solar cycle than in 22nd – 23rd solar cycle.  
 
Solar Cycles 
Solar cycles are shown in figure 4. 



De et al. 753

M
on

th
ly

 su
ns

po
t n

um
be

r 

 
Months after solar cycle start 

 

Fig. 4. Different solar cycles. 
 
Monthly smoothed sunspot number 
21: Large dashed line curve 
22: Small dashed line curve 
23: Solid line curve 
 
Actual monthly sunspot number  
21: 22: 23: Shown by the corresponding dotted curve 
• Cycle 21 started in June 1976 and lasted 10 years and 

3 months.  
• Cycle 22 started in September 1986 and lasted 9 

years and 8 months. 
• Cycle 23 started in May 1996. 
 
The sunspot numbers during solar cycles are the 
representative points of the absorption of 40 kHz signal. 
 
Leonid Meteor Showers 
The Leonid meteor showers of 1998 have been presented 
in figure 5 by recording its effects on 40 kHz Japanese 
subionspheric signal over Agartala. The shower exhibited 
peak activities on Nov. 16, 1998. Detection of meteor 
showers by recording their effects on transmitted signals 
had been reported earlier from Kolkata (Lat 22° 34´ N, 
Long 88° 30´ E) at some other frequencies (De et al., 
2006; Chakrabarti et al., 2002). 
 

 
Fig. 5. Typical Leonid meteor shower of 16 November, 
1998. 

 
At 40 kHz signal frequency, the influences of 
atmospherics were relatively much lower compared to 
lower frequencies. The signal strength is sufficiently 
strong for detection over Agartala having great circle 
distance at 4884 km. 
 
The day from 15 to 21 November, 1998 had very clear 
sky and no serious ‘thunder-bolt’ related events were 
reported at Agartala. So apart from the solar terrestrial 
influences on the ionosphere, the period was ideal for 
observing meteor showers. Moreover, no solar flare 
events were reported around the period of occurrence by 
GOES10 and GOES12 satellites which continuously 
monitor solar activity. At the predicted peak activity 
period, there were no local lightning or flare generated 
perturbations in the ionosphere that could alter the 
average signal received at Agartala. 
 
The extra ionization produced by the supersonic 
meteoroids during their passage through lower ionosphere 
was the cause of high enhancement of signal level, which 
is about eight to nine times the normal value. 
 
During the entry of the Leonid into the earth’s 
atmosphere, there will be strong fluctuation of charge 
distribution in the medium which enhances the rate at 
which the energy gets randomized. As a result, instability 
is produced. For this, the relative electron-ion drift 
velocity may exceed the value for the onset of Kelvin-
Helmholtz instability. The compressible ionospheric 
plasma driven by velocity shears and earth’s magnetic 
field at the frontal path of the meteor increases the growth 
rate of Kelvin-Helmholtz instability thereby generating 
electromagnetic waves that produce the observed effects 
in the subionospheric signal. 
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ABSTRACT 
 

In the present study, Fumed silica powders were presented as a new effective Drag Reducing Agent. The effects of using 
various concentrations of fiber and flow rate on increasing the flow in pipelines were investigated in a fully developed 
turbulent flow. The effects of pipe length to pipe diameter (L/D) on drag reduction were also investigated. A built 
experimental rig with different diameters of PVC pipes was used in order to investigate the performance of fumed silica 
fiber as drag reducing agent. The experimental results showed that the fume silica have a great ability to act as a good 
drag reducing agent in aqueous media. The addition of 600 ppm of the fumed silica to the main flow was enough to 
reach a maximum reading of the percentage drag reduction up to 40 % this maximum percentage was achieved in 59 L/D 
at Re equal to 22470. The drag reduction decreases as the Re exceeds 22470. These experimental results show that the 
fumed silica powder performed as a good DRA.  
 
Keywords: DRA, drag reduction, fibers interaction, turbulent flows, fiber flexibility. 
 
INTRODUCTION 
 
The drag reduction in pipelines and in others devices such 
as heating and cooling systems during the transportation 
of fluids was identify through pressure drop. This 
pressure drop causes more pumping power requirements. 
When fluid transmission occurs in long distance and in 
high volume, energy saving become the most important 
issues. The concept of drag reduction allows pipelines to 
be operated at a lower pressure, reducing energy costs and 
more production with less energy consumption. Drag 
reduction is achieved by addition of drag reducing agent 
(DRA) which is polymers, surfactants and fibers. Many 
researchers through their experimental work have proved 
the capability of these DRA. Each of these DRA has their 
advantages and disadvantages. Drag reducing fibers are 
well known as safest and cheapest DRA compare to 
surfactants and polymer which some of the surfactants 
caused problems to environment in high consumptions. 
The drag reduction in a present of fibers occurs when the 
concentration was enough for fibers interaction to occur 
but below a critical concentration. Most of the researchers 
have a good agreement that the key to understand the 
mechanism behind the drag reduction of fibers additive is 
the interaction of fibers in core region of turbulent and the 
orientation distribution of fibers (Abdul Bari et al., 2008). 
The shear rate of fluid around fiber and the length scale of 
flow are the key factor for determining the orientation 
distribution of fibers, while the fiber velocity and the fiber 
Stokes number have marginal influence on the orientation 
distribution of fibers (Jianzhong et al., 2004). The 
flexibility of fibers also becomes one of the most 

discussed topics to explain the drag reduction mechanism 
(Luettgen et al., 1991). Depending on the types and 
properties of fibers, the addition of fibers to a flow can 
have either a stabilizing or a destabilizing effect 
(Vaseleski et al., 1974). For a fiber suspension with 
hydrodynamic interactions, the shear stress disturbance 
induced by the misalignment of the fibers is the main 
driving term behind the decrease of the flow instability. 
Thus, the normal stress disturbance acts as a destabilizing 
factor (Azaiez, 2000). Flexibility of fibers and its 
interactions with the vortexes in flows has been reported 
as a reason of drag reduction in turbulent flow (Zhu and 
Peskin, 2007). Lin et al. (2006) conducted an experiment 
through iteration of fiber distributions and interaction in 
turbulent channel flow. They found that in a present of 
fibers, the relative turbulent intensity and the Reynolds 
stress is smaller than in Newtonian flow without fibers. 
These phenomena interpreted that the fiber suspensions 
capable on suppressing the turbulent flow. Barresi (1997) 
showed that the turbulence suppression can be attributed 
through the facts that in dense suspensions a significant 
fraction of fluid does not depend only on its 
concentration, but also its movements with the particles. 
These phenomena can be explained through action of 
surface friction and the work of viscous forces which 
arise as an effect of sudden changes in the fluid velocity 
that accompany any collision.  
  
MATERIALS AND METHODS 
 
Fumed Silica powder  
Fumed silica which is product of Sigma-Aldrich Sdn.Bhd 
was used as an investigated material in this experiment. 
Table 1 shows the properties of fumed silica powders. *Corresponding author email: hayder@ump.edu.my 
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Experimental systems 
The experimental system consisted of build up rig, 
Baumer differential pressure gauge and Minisonic P flow 
meter. Baumer pressure gauge was used to detect the 
pressure drop and Minisonic P flow meter was used to 
measures the flow rate of fluid through pipes. The rig is 
consisted of three different internal diameters of pipes as 
shown in figure 1. Each pipe was completed with testing 
section in which these testing points are connected with 
the Baumer differential pressure gauge through portable 
rubber tube. The system consist pipes with 0.0127m, 
0.0254m and 0.0381m inside diameter and the length of 2 
m made from transparent PVC pipe to permit visual 
observation of flow pattern in the future was used as the 
test section. Each pipe divided into four pressure testing 
sections with a distance equal to 0.5 m. The first pressure 
testing point for each pipe was located about 50 times 
pipe diameter (50.D) of the testing pipe as shown in 
figure 1. This is to ensure the turbulent flows are fully 
developed before the testing point.  
 
The flow rate of fluid in pipelines was measures by 
Ultraflux Portable Flow meter Minisonic P in which this 
ultrasonic flow measurement was sensitive with small 
changes in flow rate as low as 0.001m/s. The purpose of 
using this exterior portable ultrasonic measurement is to 
avoid any disturbance might happen in the flow pattern. 
Baumer Differential Pressure Gauges were used to detect 
the pressure drop in pipelines with maximum differential 
pressure readings up to 0.16bar. 
 
Experimental procedures 
The experimental work was carried out in 1.5m length 
and 00381m diameter pipe. The length to diameter (L/D) 
ratio was 59. The data of pressure drop for water alone are 

initially used in the calculations of drag reduction in 
which the drag reduction in pipes is defined as: 
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Where; ∆Pb is pressure drop before and ∆Pa is after the 
addition of fibers solution. Fumed silica powders were 
tested and circulated in the experimental rig each time 
with different concentration. The addition concentrations 
were 200, 300, 400, 500 and 600 ppm. For each 
concentration, different flow rates are tested for the 
solution and pressure drop readings are taken and 
compared with the readings of the flow of the pure water 
flowing in the same pipelines. 
 
RESULTS AND DISCUSSION 
 
The initial data were presented in term of friction factors 
and compared with friction factor correlation of Blasius 
and Virk as shown in figure 2.  
 
Friction factor is defined as below:  
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The Blasius equation is defined as (Yunus and Cimbala, 
2006): 
 
f = 0.0791Re-0.25 (3) 
 

Table 1. Properties of fumed silica. 
 

Particle size, 
(µm) 

Length 
(µm) Surface area (m2/g) Density 

(g/cm3) 
Molecular weight 

(g/mol) 
0.011 0.1 - 0.2 255 2.2 60.09 

 

 
Fig.1. The Experimental Rig. 
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and Virk’s asymptote is defined as (Virk et al. 1970): 
   
f = 0.59Re-0.58 (4) 
 
Whereas the Reynolds number in pipe is defined as: 
 

µ
ρVDRe =  (5) 

 
Moreover, the friction factors in pipes based on laminar 
flow are defined as: 
 

Re
f 16
=  (6) 
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Fig. 2. Relationship between friction factor and Re of 
water in PVC pipe. 
 
The experimental data of water flow are plotted in figure 
2 and compared with Blasius asymptote for liquids 
additive free flow in pipelines. The figure included both 
the laminar flow and Virk maximum drag reduction flow 
asymptotes. It is clearly shown that the values of the 
additive-free water flow in pipes used in the present 
experiment lies near the Blasius asymptote which will 
give the experimental work a good starting point towards 
more accurate readings.    
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Fig. 3. The relation of drag reduction with Re for fumed 
silica in 59 L/D. 

Figure 3 shows the relations of drag reduction with 
Reynolds number (Re) in different concentration of 
solution. The range for drag reduction likely to occurred 
is within the range of Re = 12000 and Re = 33000. At this 
range, the maximum drag reduction achieved is 40% at 
highest concentration which is 600 ppm and the minimum 
is 9 % observed at 200 ppm. It is clearly shown that the 
drag reduction is initially increases as the Re increases but 
begin to decrease after exceed 21000. At high Re, the 
drag reduction decreases and become almost constant 
which is in a range of 3% to 15%.  This behavior may be 
due to the change in the degree of turbulence 
compatibility with the additive type and concentration 
which reaches certain optimum value where maximum 
percentage of drag reduction are achieved and in certain 
parts, increasing the degree of turbulence may be more 
than the optimum value which will lead to a  less effective 
action. 
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Fig. 4. Relations of drag reduction with concentration for 
Re at 11235 to 33705. 
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Fig. 5. Relation of drag reduction versus concentrations 
for Re at 44940 to 78645. 

 
Figure 4 and 5 shows the comparison of three different Re 
of drag reduction versus concentration of solution. In 
figure 4; the first drag reduction was observed is at Re 
equal to 11235. From the figure, it can be noticed that the 
drag reduction continuously increases until Re reached 
22470 and started to decreases but still in a good 
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performance until 33705 of Re. From figure it is clearly 
shown that each concentration of solution at 22470 Re 
obtained the highest drag reduction compare to others. At 
600ppm concentrations, the average drag reduction was 
achieved for all Re is 35%, at 500ppm is 29%, at 400ppm 
is 25%, at 300ppm is 21% and at 200ppm is 15% (Fig. 5).  
Figure 5 shows the relations of drag reduction with 
different concentrations of solution at Re equal to 44940, 
56175, 67410 and 78645. From figure, it shows that the 
drag reduction decreases as the Re increases. The highest 
drag reduction was achieved based on that figure is 15% 
and the lowest is 2%. This results show that, the DRA’s 
concentration at 600 ppm was not appropriate when 
operated at Re higher than 78645. From the results shown 
by figures 4 and 5, it is easy to notice that by increasing 
the additive concentration the performance of the drag 
reducer will be better and that may be due to the increase 
of the turbulence spectrum that will be under the drag 
reducer effect which will balance the increasing degree of 
turbulence caused by increasing the flow rate (Re), 
another words, the drag reduction occurred probably 
caused by the rheology properties and interaction of fibers 
in flow. Flexibility of fibers important to form a network 
to surpassed the turbulent flow. The reductions of drag-
reduction at high Re are probably caused by the 
concentration of fiber solution were not longer 
appropriate to surpass the high degree of turbulent flow. 
In order to maintain the drag reduction in flow, the 
concentration of fiber should be added. 
 
CONCLUSION 
 
It is proven that the solubility condition for any material 
to be classified as drag reducing agent is no longer 
dominating. Fumed silica powders showed high ability to 
increase the flow in pipelines carrying water by reducing 
the drag caused by turbulence. Maximum percentage of 
drag reduction achieved is 40% and the overall 
experiments which mean 40% power savings by the 
addition of only 600 ppm fume silica powder. 
  
Notation 
ρ solvent density Re  Reynolds number 
µ absolute viscosity of solvent L/D pipe ratio 
D internal diameter of pipe ∆P pressure drop in pipe 
L  pipe length f  friction factors 
V  means velocity of solvent wτ  wall shear stress 
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ABSTRACT 

  
The work presented in this paper describes hybrid approaches that employ principal component analysis (PCA) and 
multiple discriminant analysis (MDA) methods for microarray classification. The paper first describes a hybrid approach 
that incorporates PCA and Fisher linear discriminant analysis (FDA) for microarray classification. This hybrid approach 
effectively solves the singular scatter matrix problem caused by small training samples. To increase the effective 
dimension of the projected subspace the use of MDA instead of FDA is explored. The performance of the system is 
evaluated by projecting data to several subspaces incrementally. The resulting incremental hybrid system improves the 
accuracy of classification. The paper discusses a comprehensive evaluation of the hybrid systems. The hybrid systems 
were tested on a dataset of 62 samples (40 colon tumor and 22 normal colon tissues). The results show that the use of 
incremental hybrid system increased the accuracy of classification of microarray data which will lead to better diagnosis 
of cancer and other diseases. 
 
Keywords: Microarray classification, hybrid incremental algorithm, multiple discriminant analysis. 
 
INTRODUCTION  
 
One of the major applications of DNA microarray 
technology is to perform sample classification analyses 
between different disease phenotypes, for diagnostic and 
prognostic purposes. The classification analyses involve a 
wide range of algorithms such as differential gene 
expression analyses, clustering analyses and supervised 
machine learning. Machine learning algorithms are most 
frequently used to complete this task. Two of the most 
important and hard problems in microarray data analysis 
relate to the dimensionality of the data and to noise. 
Because many data analysis techniques involve 
exhaustive search over the object space, they are very 
sensitive to the size of the data in terms of time 
complexity. In case of microarrays, the solution is to 
reduce the search space vertically (in terms of genes) by 
using a feature selection method. The other problem is 
that errors occur during actual data collection and they are 
referred as noise in the data. 
 
A comparative study of gene selection methods for multi-
class classification of microarray data is presented by 
Chai and Domeniconi (2004). The authors compare 
several feature ranking techniques, including new variants 
of correlation coefficients, and Support Vector Machine 
(SVM) method based on Recursive Feature Elimination 
(RFE). A study by Hori et al. (2001) shows that an 
independent component analysis (ICA) based method can 
effectively and blindly classify a vast amount of gene 
expression data into biologically meaningful groups. 
Specifically, they show i) that genes, whose expression 
data are sampled at different times, can be classified into 
several groups, based on the correlation of each gene with 

independent component curves over time, and ii) that 
these classified groups by ICA based method have a good 
match with the classified groups that are determined by 
use of domain knowledge and considered to be a 
benchmark. These results suggested that the ICA based 
method can be a powerful approach to discover unknown 
gene functions. The authors also examine classification by 
principal component analysis (PCA). Then they compared 
the classification using PCA and ICA methods. PCA only 
takes into account the second-order statistics and restricts 
itself to orthogonal transformation to obtain principal 
components. On the other hand, independent component 
analysis (ICA) can take into account higher order 
statistics and can utilize non orthogonal transformation 
for de-mixing. Zhnag and Deng (2007) discussed the gene 
selection for classification using DNA microarray data.  
They select a compact subset of discriminative genes 
from thousands of genes, which is a critical step for 
accurate classification of phenotypes. Several widely used 
gene selection methods often select top-ranked genes 
according to their individual discriminative power in 
classifying samples into distinct categories, without 
considering correlations among genes. A limitation of 
these gene selection methods is that they may result in 
gene sets with some redundancy and yield an unnecessary 
large number of candidate genes for classification 
analyses.  Another study, Rapoport et al. (2007) proposed 
a general mathematical formalism to include a priori the 
knowledge of a gene network for the analysis of gene 
expression data. The method is independent of the nature 
of the network, although they focus on the gene metabolic 
network. It is based on the hypothesis that genes close on 
the network are likely to be co-expressed, and 
consequently a biologically relevant signal can be 
extracted from noisy gene expression measurement by 
removing the "high-frequency" components of the gene *Corresponding author email: awani@csub.edu 
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expression vector over the gene network. The extraction 
of the low-frequency component of a vector is a classical 
operation in signal processing that can be adapted to their 
problem using discrete Fourier transforms and spectral 
graph analysis. Wall et al. (2001) describes the gene 
expression analysis by Singular Value Decomposition 
(SVD), emphasizing initial characterization of the data. 
They described SVD methods for visualization of gene 
expression data, representation of the data using a smaller 
number of variables, and detection of patterns in noisy 
gene expression data. In addition, they described the 
precise relation between SVD analysis and Principal 
Component Analysis (PCA) where PCA is calculated 
using the covariance matrix.  
 
Pique-Regil et al. (2005) propose a novel sequential 
DLDA (sequential Diagonal Linear Discriminant 
Analysis) technique that combines gene selection and 
classification. At each iteration, one gene is sequentially 
added and the linear discriminate (LD) recomputed using 
the DLDA model (i.e., a diagonal covariance matrix). 
Classical DLDA will add the gene with highest t-test 
score without checking the resulting model. In contrast, 
SeqDLDA will find the one gene that better improves 
class separation after recomputing the model parameters 
using a robust t-test score. They evaluate the new method 
in several 2-class datasets (Neuroblastoma, Prostate, 
Leukemia, and Colon) using 10-fold cross-validation and 
report better results. A generalized output-coding scheme 
has been applied to multiclass microarray classification 
by Shen and Tan (2006). With this, different coding 
strategies and decoding functions can be put into one 
single framework. The validity of various combinations 
has been verified. Support Vector Machine (SVM) was 
chosen as the binary classifier. Kim and Cho (2006) 
proposed two different correlation methods for the 
generation of feature sets to learn ensemble classifiers. 
Each ensemble classifier combines several other 
classifiers that learn from different features to classify 
cancer precisely. They adopted several feature selection 
methods. These feature selection methods included the 
Pearson’s and Spearman’s correlation coefficients, the 
Euclidean distance, the cosine coefficient, information 
gain, mutual information and signal-to-noise ratio. 
Experimental results show that two ensemble classifiers 
whose components are learned from different feature sets 
that are negatively or complementarily correlated with 
each other produce the good recognition rates on the 
chosen datasets. 
 
 A data-dependent kernel for microarray data 
classification was presented by Xiong et al. (2007). This 
kernel function is engineered so that the class reparability 
of the training data is maximized. A bootstrapping-based 
resampling scheme is introduced to reduce the possible 
training bias. Wang et al. (2007) use a hybrid huberized 
support vector machine (HHSVM). The HHSVM uses the 

huberized hinge loss function to measure misclassification 
and the elastic-net penalty to control the complexity of the 
model. They develop an efficient algorithm that computes 
the entire regularized solution path for HHSVM. They 
have applied their method to real microarray data and 
achieved promising results on both classification and gene 
selection. 
 
In this work a different approach is used to solve the 
microarray classification problem. The approach is based 
on a Hybrid PCA (principal component analysis) and 
FDA (Fisher linear discriminant analysis) classification. 
The details of this approach are discussed in the next 
section. To increase the effective dimension of the 
projected subspace, the use of MDA (multiple 
discriminant analysis) instead of FDA (Fisher linear 
discriminant analysis) is explored in this work. The use of 
several subspaces, where data is incrementally projected, 
is proposed in this work. The resulting incremental hybrid 
PCA (principal component analysis) and MDA (multiple 
discriminant analysis) approach helped in enhancing the 
classification accuracy of the microarrays. 
 
Hybrid Approach for Microarray Classification 
A hybrid feature dimension reduction scheme that merges 
PCA and FDA algorithms in a unified framework was 
used. This hybridization of approach exploits the 
favorable attributes of these two methods while 
simultaneously avoiding their unfavorable attributes.  
 
Principal component analysis (PCA) is a widely-used 
statistical technique. It works by replacing the original 
(numerical) variables with new numerical variables called 
“Principal Components”, PCA captures the most 
descriptive features with respect to packing most 
“energy”. 
 
Fisher linear discriminant analysis (FDA) is a simple 
algorithm that is used for both dimension reduction and 
classification. In either case, FDA attempts to minimize 
the Bayes error by selecting the most discriminant feature 
vectors. It plays a key role in many research areas in 
science and engineering such as face recognition, image 
retrieval, and bioinformatics. 
 
PCA and FDA, each has its own pros and cons. FDA 
deals directly with discrimination between classes, 
whereas PCA does not pay particular attention to the 
underlying class structure. When the data of each class 
can be represented by a single Gaussian distribution and 
share a common covariance matrix, FDA will outperform 
PCA. By contrast, when the number of samples per class 
is small or when the training data non-uniformly sample 
the underlying distribution, PCA might outperform FDA. 
In addition, FDA cannot classify small sample data 
effectively because a singular scatter matrix problem 
occurs when the number of the feature dimensions is large 
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compared to the number of training examples. 
Unfortunately, the sample sizes of microarray data are 
often relatively small. 
 
A well-known technique that extracts invariant but 
descriptive features is the maximization of the formula 
[12]:  
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W is the weight vector of a linear feature extractor and S1 
and S2 are symmetric matrices designed such that they 
measure the desired information and the undesired noise 
along the direction W.  
 
We can choose SB to measure the separability of class 
centers (between-class variance), i.e., S1, and SW to 
measure the within-class variance, i.e., S2. In this case, we 
recover the well-known FDA, where SB and SW are given 
by: 
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ix , i=1,…,Nj},j=1,…C are feature vectors of 
training samples, C is the number of classes, Nj is the 
number of the samples of the jth class, )( j

ix  is the ith 
sample from the jth class, mj is mean vector of the jth class, 
and m is grand mean of all examples. 
 
We use S1 as the covariance matrix S∑ of all the samples 
and S2 as the identity matrix. In this case, we recover the 
well-known PCA, where: 
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Our optimal function will be: 
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Where λ, η are two parameters, S∑ is the covariance 
matrix of all the training samples, and I is the identity 
matrix. The range of the parametric pair (λ, η) is from 
(0,0) to (1, 1). 
 
With different (λ, η) values, the last equation provides a 
rich set of alternatives to PCA and FDA: (λ=0, η=0) 

reduces to the full FDA; (λ=1, η=1) recovers the full 
PCA. Clearly, FDA and PCA are the special cases in the 
hybrid PCA and FDA analysis. (λ=0, η=1) gives a 
subspace that is mainly defined by maximizing the 
scatters among all the classes with minimal effort on 
clustering each class; (λ=1, η=0) gives a subspace that 
mainly preserves the most energy while minimizing the 
scatter matrices of within-classes; (λ=1/2, η=1/2) gives a 
subspace that is discriminative while preserving as much 
energy as possible, a trade-off between FDA and PCA. 
Table 1 summarizes these five special hybrid cases.  
 
One approach to improve the accuracy of classification of 
the PCA-FDA algorithm is to project the given data to a 
higher dimension space. The use of Multiple Discriminant 
Analysis (MDA) instead of FDA can help to project data 
to a higher dimensional space. We will use this 
modification to result in a hybrid scheme that employs 
PCA and MDA in a unified framework. 
 
Multiple discriminant analysis is an extension of 
discriminant analysis and a cousin of multiple analysis of 
variance (MANOVA), sharing many of the same 
assumptions and tests. MDA is used to classify a 
categorical dependent which has more than two 
categories, using as predictors a number of interval or 
dummy independent variables. MDA is a generalization 
of linear discriminant analysis (LDA). MDA is sometimes 
also called discriminant factor analysis or canonical 
discriminant analysis (Table 1).  
 
Table 1. Special cases of PCA-FDA. 
 

 
 
Multiple discriminant analysis adopts a perspective 
similar to Principal Components Analysis, but PCA and 
MDA are mathematically different in what they are 
maximizing. MDA maximizes the difference between 
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values of the dependent, whereas PCA maximizes the 
variance in all the variables accounted for by the factor. 
 
In this modification, the same equations stated in the 
PCA-FDA algorithm were used. Instead of projecting the 
data into a 1D space, we projected the data into a 2D 
space. This was done by using the two eigenvectors that 
corresponds to the largest two eigenvaluse to classify the 
samples in the dataset. Note that only one eigenvector was 
used to classify data in the PCA-FDA method.  
 
As shown in the results section, the accuracy of 
classification of the proposed PCA-MDA method was 
better than PCA-FDA approach but it was not satisfactory 
enough. This was mainly due to the reason that the 
projected data representing the various classes 
overlapped. This problem can be solved by projecting the 
data into several subspaces using an incremental approach 
that is described below.  
 
The incremental PCA and MDA approach projects data 
into several subspaces using various values of eigen 
values. Each eigen value results into a space with a 
particular orientation. The steps to obtain various 
subspaces are summarized below: 
 
Initialize λ to 0.2 and ∆λ to 0.2.  
1.  Project data into a subspace with the current value of 

λ. Identify ranges of values in the projected subspace 
that discriminate positive and negative examples 
correctly. 

2.  Update λ to λ + ∆λ.  
3.  Terminate the procedure if λ >= 1. Otherwise go to 

step 1. 
 

The several subspaces obtained incrementally are used to 
classify the given data. This procedure proved to be more 
efficient than the hybrid approaches described above. 
 
RESULTS AND DISCUSSION 
 
The dataset chosen in this work is the same that was used 
by Alon et al. (1999). The data set is composed of 40 
colon tumor and 22 normal colon tissue samples which 
were analyzed with an Affymetrix oligonucleotide array 
complementary to more than 6,500 human genes. A two-
way clustering algorithm was applied to both the genes 
and the tissues, revealing broad coherent patterns that 
suggest a high degree of organization underlying gene 
expression in these tissues. 2000 genes were chosen to be 
the features for each sample. The tissues were taken from 
40 patients. The training data set consist of 40 samples 
(26 tumor and 14 normal) and the testing data set consists 
of 22 samples (14 tumor and 8 normal). 
 
In the hybrid PCA-FDA method, different combinations 
of λ, η have been used to find out the best combination. 
With λ=0 and η=1, 35 out of 40 samples were correctly 

classified in the training data set and 15 out of 22 samples 
were correctly classified in the testing data set. With λ=1 
and η=0, 24 out of 40 samples were correctly classified in 
the training data set and 16 out of 22 samples were 
correctly classified in the testing data set. With λ=1/2, 
η=1/2,  40 out of 40 samples were correctly classified in 
the training data set and 15 out of 22 samples were 
correctly classified in the testing data set. 
 
The accuracy of classification of the Hybrid PCA-FDA 
method is summarized below: 
 
In the hybrid PCA-MDA method, we have also tried the 
same combinations of λ, η as we have done in the hybrid 
PCA-FDA method. With λ=0 and η=1, 36 out of 40 
samples were correctly classified in the training data set 
and 16 out of 22 samples were correctly classified in the 
testing data set. With λ=1 and η=0, 25 out of 40 samples 
were correctly classified in the training data set and 16 out 
of 22 samples were correctly classified in the testing data 
set. With λ=1/2 and η=1/2, 40 out of 40 samples were 
correctly classified in the training data set, 15 out of 22 
samples were correctly classified in the testing data set. 
 
The accuracy of classification of the Hybrid PCA-MDA 
method is summarized in table 2 and 3. 
 
Table 2. PCA-FDA accuracy. 
 

λ = 0, η = 1 λ = 1, η = 0 λ = ½, η = ½  
Train Test Train Test Train Test 

Accuracy 87.5% 68.18% 60% 72.7% 100% 68.18% 
 
Table 3. PCA-MDA accuracy. 
 

λ = 0, η = 1 λ = 1, η = 0 λ = ½, η = ½  
Train Test Train Test Train Test 

Accuracy 90% 72.73% 62.5% 72.7% 100% 68.18% 
 
The accuracy of the PCA-MDA method is better than the 
PCA-FDA method in some cases and is the same in other. 
This increase in accuracy in PCA-MDA is due to the 
projection of data into a 2D space which had helped in 
separating the data in a way that most of the samples of 
the same class are closer together. 
 
The accuracy of classification was further improved by 
using the incremental hybrid approach. The results of 
classifying the training set with this approach were 100% 
while as that of test data set was 91%.  
 
CONCLUSION 
 
In this paper, incremental hybrid approaches for 
microarray data classification were employed. First the 
paper discussed PCA (principal component analysis) and 
FDA (Fisher linear discriminant analysis) hybrid 
approach for classification and evaluated the approach by 
noting its accuracy on different values of λ and η. The 
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results were improved by modifying the above approach 
that enabled projecting the data to a higher dimensional 
space. This modification was based on a hybrid PCA 
(principal component analysis) and MDA (Multiple 
discriminant analysis) method. The modified method is 
shown to improve classification performance. The results 
were further improved by employing incremental hybrid 
approach. These results guide the development of a 
software system that will fully automate cancer diagnostic 
model. In future this will be used in clinics and health 
care facilities to achieve better treatment for cancer 
patients. 
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