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The individual variability in response to therapy has inspired the unified 
vision for the utmost need to personalise medical decisions. It has led to the 
development of the concept of personalised medicine, which is a rapidly 
growing field aimed at delivering more precise and tailored therapies than 
conventional approaches. The recent advances in this field are driven by the 
fast-evolving technologies in genomics, proteomics and metabolomics, gene- -
  editing tools and the use of genetically retractable model organisms. In this 
book, we review and discuss recent advances that served to translate person-
alised medicine from concept to practice with an up-to-date current status, 
ranging from lessons learned from DNA repair (Chaps. 1, 2, and 3), the 
emerging role of proteomics and metabolomics (Chaps. 4 and 5), targeting 
specific cellular processes such as RNA export (Chap. 6) or specific cell types 
such as astrocytes (Chap. 7), the role of mitochondria (Chap. 8), how model 
organisms such as yeast and zebrafish pushed the frontiers in this field (Chaps. 
9 and 10) and examples from successful drug discovery efforts (Chap. 11) to 
recent developments in stem cell and gene therapeutics (Chaps. 12 and 13).

Sheffield, UK Sherif El-Khamisy
Giza, Egypt
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Approaches for Identifying Novel 
Targets in Precision Medicine: 
Lessons from DNA Repair

Dean T. Williams and Christopher J. Staples

Abstract

Genome stability is maintained by a number of elegant mechanisms, 
which sense and repair damaged DNA. Germline defects that compromise 
genomic integrity result in cancer predisposition, exemplified by rare syn-
dromes caused by mutations in certain DNA repair genes. These individu-
als often exhibit other symptoms including progeria and neurodegeneration. 
Paradoxically, some of these deleterious genetic alterations provide novel 
therapeutic opportunities to target cancer cells; an excellent example of 
such an approach being the recent development of poly (ADP-ribose) 
polymerase inhibitors as the first ‘synthetic lethal’ medicine for patients 
with BRCA-mutant cancers. The therapeutic exploitation of synthetic 
lethal interactions has enabled a novel approach to personalised medicine 
based on continued molecular profiling of patient and tumour material. 
This profiling may also aid clinicians in the identification of specific drug 
resistance mechanisms following relapse, and enable appropriate modifi-
cation of the therapeutic regimen. This chapter focuses on therapeutic 
strategies designed to target aspects of the DNA damage response, and 
examines emerging themes demonstrating mechanistic overlap between 
DNA repair and neurodegeneration.

Keywords

PARP • DNA repair • Synthetic lethality • Cancer • Mitochondria • Ageing

1.1  Introduction

Personalised medicine is a broad and rapidly 
evolving field that is becoming increasingly 
important in the targeted prevention, diagnosis 
and treatment of human disease. The develop-
ment and introduction of a range of targeted 
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 cancer therapies has in many cases improved 
patient response rates and enhanced patient out-
comes, while the identification of disease risk 
genes allows clinicians to employ screening pro-
grammes to identify patients who are at a high 
risk of developing disease, allowing them to 
make informed decisions and lifestyle choices.

The treatment of cancer and neurodegenera-
tion is changing as a consequence of personalised 
medicine. The histological characterisation and 
differentiation of human cancers is well estab-
lished, and more recently these processes have 
been enhanced by the advent of next-generation 
sequencing and informed sub-classification of 
cancer types. Parallel to this, the development of 
novel therapeutic approaches targeting each can-
cer type and subtype has led to the development 
of new bespoke therapies and the optimisation of 
existing regimens. Modern approaches to the 
treatment of particular cancer types are being 
increasingly influenced by molecular profiling. 
Among these success stories are the use of anti- 
oestrogens in hormone receptor-positive breast 
cancers, monoclonal antibodies such as Herceptin 
in HER2-positive breast cancer [1] and cetux-
imab for cancers housing a mutant EGFR gene 
[2], tyrosine kinase inhibitors in chronic myeloid 
leukaemia (CML), Raf inhibitors such as 
Vemurafenib for malignant melanoma [3], and 
PARP inhibitors in ovarian, breast and prostate 
cancers [4].

Many cancer therapies induce tumour cell 
death by causing DNA damage; this includes 
the use of therapeutic radiation, topoisomerase 
inhibitors like etoposide, and agents that chemi-
cally modify the DNA strand such as cisplatin 
and temozolomide. The capacity of the cancer 
cell to repair this damage is a crucial determi-
nant of patient response, and the development of 
novel medicines that target ‘synthetic lethal’ 
interactions between components of the DNA 
Damage Response (DDR) to selectively kill 
DNA repair- deficient cancer cells serves as an 
excellent example of how knowledge of the 
biology of mammalian DNA repair can translate 
into the full implementation of a personalised 
medicine strategy to improve outcomes for can-
cer patients.

Neurodegenerative diseases are typified by 
progressive death of nerve cells, resulting eventu-
ally in varying degrees of ataxia (loss of motor 
functions) and/or dementia. The most highly- 
studied of these include Alzheimer’s Disease 
(AD), Parkinson’s Disease (PD), Huntington 
Disease (HD) and Amyotrophic Lateral Sclerosis 
(ALS). The accumulation of DNA damage is also 
an important factor in the pathogenesis of neuro-
degeneration [5]. Defects in DNA repair lead to 
genomic instability and activation of damage 
response pathways, which ultimately induce cell 
cycle checkpoints and may lead to senescence or 
cell death – these cellular phenotypes are associ-
ated with both aging and tumour suppression. 
Indeed, the cellular capacity to repair DNA dam-
age is inversely correlated with age. This chapter 
will focus on the central DNA repair pathways 
and how DNA repair defects may be exploited to 
develop more bespoke, personalised medicine 
strategies to improve outcomes for cancer 
patients. We will also explore the emerging over-
lap between aspects of the DNA repair machin-
ery and the pathology of neurodegeneration.

1.2  DNA Damage-Specific Repair 
Mechanisms

Nucleic acids, proteins and lipids are all subject to 
damage. DNA is constantly damaged by endoge-
nous reactive species, exogenous  chemicals, radia-
tion, and spontaneous nucleotide decay. Reactive 
oxygen species (ROS) alone are thought to cause 
up to 50,000 lesions per cell, per day – these 
include various types of damage including base 
modifications, single and double- strand breaks 
(DSBs) and interstrand cross-links (ICLs). These 
distinct forms of damage are repaired by specific 
repair pathways; Non- Homologous End-Joining 
(NHEJ) and Homologous Recombination (HR) 
which repair double-strand breaks [6], Base 
Excision Repair (BER) which repairs single-
strand breaks [7] (SSBs) as well as numerous 
forms of base modification, Nucleotide Excision 
Repair (NER) which repairs helix-distorting 
lesions such as UV-induced pyrimidine dimers [8], 
and Mismatch Repair (MMR) which repairs errors 
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introduced during replication [9]. The Fanconi 
Anaemia (FA) pathway co-operates with compo-
nents of the HR and NER machinery to repair 
replication- blocking lesions induced by inter-
strand cross- links [10, 11]. Collectively, these 
pathways function to ensure that DNA damage is 
corrected in a timely manner. Therefore, the DNA 
Damage Response (DDR) also involves the induc-
tion of checkpoints, which halt cell cycle progres-
sion so that mutations and other forms of damage 
are not inherited by daughter cells. If DNA dam-
age proves irreparable, or levels of damage are too 
high, DDR mechanisms can function to eliminate 
these cells by inducing apoptosis.

Amongst the most toxic and dangerous of 
DNA lesions is the Double-Strand Break (DSB); 
if left unrepaired DSBs cause catastrophic chro-
mosome rearrangements and genome instability, 
promoting tumourigenesis [11]. This is reflected 
by the observation that the detection of even one 
single DSB by the cell is sufficient to induce cell 
cycle arrest until repair has taken place. DSBs are 
repaired via either NHEJ (which involves error- 
prone direct re-ligation), or HR, which is error- 
free but limited to S and G2 phase by the 
requirement for an intact sister chromatid tem-
plate. During NHEJ, the DSB is recognised by 
the Ku70/80 heterodimer, which binds and acti-
vates the Phosphatidyl Inositol 3-Kinase-related 
Kinase (PIKK) enzyme DNA-dependent Protein 
Kinase (DNA-PK) [12]. DNA-PK phosphory-
lates a number of NHEJ proteins including 
Artemis [13] and the scaffold XRCC4, which 
orchestrate repair of the break site, the final re- 
ligation being performed by DNA ligase 
IV. NHEJ operates independently of cell-cycle 
phase. In contrast, during HR repair the initial 
damage recognition is by the Mre11-Rad50- 
Nbs1 (MRN) complex, which in turn activates 
the master regulator PIKK Ataxia-Telangiectasia 
Mutated [14] (ATM), driving cell cycle arrest via 
p53 and the mediator kinase Chk2. The break site 
is resected by the co-ordinated action of Mre11 
and Exo1 nucleases [15], and then Replication 
Protein A (RPA) coats the subsequent stretch of 

ssDNA formed. This resection is considered a 
‘licensing step’, which commits the cell to 
HR-mediated repair. RPA is then displaced by 
BRCA2-dependent loading of Rad51 [16], which 
forms a nucleofilament designed to search the 
intact sister chromatid for the correct repair tem-
plate to initiate error-free repair.

The lifetime cancer risk of the individual is 
increased by the inheritance of mutations in DNA 
repair genes, and indeed genes encoding compo-
nents of the DNA repair machinery are among 
the most frequently mutated in human cancers. 
This is most notably exemplified by the high like-
lihood of breast and ovarian cancer development 
in carriers of BRCA1 or BRCA2 mutations; both 
proteins function to promote HR repair of DNA 
DSBs, preventing the toxic action of error-prone 
genome-destabilising NHEJ [17]. Patients with 
inherited mutations in other DSB repair genes 
such as ATM and Rad51 genes also display ele-
vated cancer risk [18, 19], and somatic mutations 
in these genes and other components of the dam-
age sensing and signal transduction machinery 
such as CHEK2 and Rad50 have also been 
reported in human cancers. A polymorphism in 
the gene encoding the BER polymerase DNA 
Polβ results in a low-activity enzyme that pro-
motes transformation and is associated with an 
aggressive mutator phenotype [20]. 
Overexpression of DNA repair factors is also 
thought to play a significant role in tumour biol-
ogy. Many tumours overexpress Rad51, an event 
associated with the rescue of recombination 
defects in BRCA-null cells. Therefore, it has 
been hypothesised that elevation of Rad51 levels 
in repair-deficient tumour cells limits genome 
instability during tumour progression [21]. In 
certain instances, elevated expression of DNA 
repair genes correlates with increasing tumour 
grade and therapeutic resistance. For example, 
the ICL repair protein FancD2 is re-expressed in 
high-grade gliomas, and pharmacological inhibi-
tion of the Fanconi Anaemia pathway acutely 
sensitises glioma cell lines to the alkylating 
agents temozolomide and carmustine [22].

1 Approaches for Identifying Novel Targets in Precision Medicine: Lessons from DNA Repair
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1.3  Targeting DNA Repair 
Mechanisms

The response of patients to DNA-damaging ther-
apies such as radiation, platinum agents and 
alkylating agents is in part determined by the 
ability of cancer cells to repair the damage 
induced during therapy. The pharmacological 
inhibition of DNA repair enzymes therefore has 
the potential to increase cancer cell sensitivity to 
these agents, thereby improving the tumour 
response to therapy and bettering patient out-
comes. The most readily targetable of these 
enzymes are the PIKKs, and indeed specific and 
potent ATP-competitive inhibitors of DNA-PK, 
ATM and ATR have been developed over the past 
two decades, though there is considerable varia-
tion in the likelihood of these molecules pro-
gressing to clinical trials [23]. Since these kinases 
induce DNA damage-dependent cell cycle check-
points, following inhibition the cell progresses 
into mitosis even in the presence of DNA dam-
age, leading to mitotic catastrophe and cell death. 
Furthermore, many cancers exhibit high levels of 
replication stress [24] – therefore inhibiting the 
DDR checkpoint kinases alone has the potential 
to act as an effective anti-cancer therapy.

Among the first molecules known to inhibit 
PIKKs was caffeine, a methylxanthine compound 
that inhibits all PIKKs at a relatively high dose 
[25]. Since then, specificity and potency have 
been greatly refined, culminating in the develop-
ment of a number of exciting compounds. The 
specific ATM inhibitors KU-55933, CP466722 
and KU-60019 initially showed promise in vitro, 
though unfortunately these compounds did not 
prove clinically useful as they displayed a limited 
bioavailability profile [26–28]. However, these 
drugs had proven that ATM inhibition could sen-
sitise cancer cells to DNA damage such as ionis-
ing radiation, and damaging therapies such as 
etoposide and camptothecin. Interestingly, can-
cer xenografts lacking p53 were considerably 
more sensitive to KU-60019 and radiation than 
xenografts using isogenic cells with functional 
p53 [27]. This suggested that ATM inhibitors might 
be especially effective in combination with DNA-
damaging agents in cancers with defective p53. 

The compound KU-559403 shows greatest clini-
cal promise, based on a good solubility and tissue 
distribution profile in vivo. KU-559403 increased 
the cytotoxic effects of camptothecin and etopo-
side in vitro, as well as in colorectal cancer 
murine xenografts [29]. However, in contrast to 
KU-60019, this effect was independent of p53 
status. This observation may reflect differences 
between colon cancer and glioblastoma cells in 
xenograft experiments. The AtoM phase I trial 
has now begun to test the AstraZeneca ATM 
inhibitor AZD0156 both as monotherapy and in 
combination with other agents including the 
PARP inhibitor Olaparib (Lynparza) (Clinical 
Trial Identifier: NCT02588105). We await addi-
tional evidence from these clinical trials to gain 
some perspective on the true potential of these 
compounds as future therapies.

One of the hallmarks of cancer is increased 
replication stress, a complex phenomenon that is 
in part responsible for the increased genome sta-
bility present in many cancers. When aberrant 
replication fork structures are formed or replica-
tion forks stall, stretches of single-stranded DNA 
are formed. This ssDNA is coated by the protein 
Replication Protein A (RPA), which in turn pro-
motes activation of the PIKK kinase ATM- and 
Rad3-related (ATR) [30]. ATR and its down-
stream targets such as the checkpoint kinase 
Chk1 function to stabilise stalled replication 
forks, repress firing of dormant replication ori-
gins and aid in replication fork restart. This has 
the cumulative effect of preventing DNA damage 
and subsequent genome instability. Various DNA 
lesions trigger ATR signalling in addition to 
stalled replication forks, such as resected DNA 
ends at DSBs. As a gene essential for survival, it 
has been suggested that the clinical use of ATR 
inhibitors may be overtly toxic to patients. To 
counter this, there are a number of recent studies 
showing that tumour cells are markedly more 
sensitive to ATR inhibition compared to untrans-
formed cells, and furthermore a growing list of 
synthetic lethal interactions involving ATR and 
other proteins lost in certain cancers is emerging 
[31]. The first ATR inhibitor that demonstrated 
specificity and potency was VE-821 (Vertex 
Pharmaceuticals), which facilitates bypass of the 
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G2/M checkpoint and sensitises cancer cell lines 
to radiation, or treatment with damaging thera-
pies such as cisplatin, etoposide, gemcitabine and 
camptothecin [32, 33]. A refined analogue of 
VE-821, VE-822 also sensitised pancreatic and 
lung cancer cell lines and xenografts to radiation 
and chemotherapies [34]. VE-822 is currently 
being tested as a combination therapy with 
 gemcitabine, cisplatin, or etoposide in a phase I 
clinical trial. Pre-clinical data from trials of 
VX-970 demonstrated increased sensitivity of 
lung cancer cells to replication stress-inducing 
agents such as gemcitabine and cisplatin [35]. 
Trials combining VX-970 with other damaging 
chemotherapies such as topotecan and gemcitabine 
are ongoing (NCT02157792, NCT02487095 and 
NCT02157792), with initial results showing pos-
itive responses in patients with tumours resistant 
to other chemotherapies. We await the full results 
of these trials with interest.

1.4  Synthetic Lethality 
and Cancer Therapy

Though mutations in DNA repair genes predis-
pose the individual to cancer, DNA repair defi-
ciencies in cancer cells also yield opportunities 
for therapeutic intervention. The phenomenon of 
synthetic lethality has been exploited and devel-
oped in recent years to reveal a number of genetic 
interactions that provide novel opportunities to 
achieve selective cancer cell kill. Synthetic lethal-
ity occurs when the inactivation of one pathway 
allows survival, but inactivation of a second path-
way leads to extensive cell death. In cancers with 
specific genetic alterations, the second pathway 
can be targeted using a small molecule inhibitor, 
culminating in the desired specific toxicity. This 
approach is theoretically generally applicable 
across a range of tumour types. In this regard, 
ATR is a promising personalised medicine target; 
multiple studies in recent years have demon-
strated that ATR inhibitors selectively target can-
cer cells with particular genetic backgrounds. 
Early studies demonstrated a synthetic lethal 
interaction between ATR and ATM or p53 in can-
cer cells exposed to DNA-damaging chemothera-

pies [33, 36]. This observation fits well with the 
known co-operative tumour suppressor roles of 
ATM and p53 [37]. Since p53 is among the most 
disrupted genes in human cancers, this study sug-
gested that ATR inhibition in combination with 
DNA damage could have therapeutic benefit in a 
wide range of cancer types. Subsequent studies 
using ATR inhibitors have demonstrated synthet-
ically lethal interactions between ATR and a 
number of other genes associated with aspects of 
the DNA damage response. Work carried out in 
Srinivasan Madhusudan’s lab showed that ATR is 
synthetically lethal in XRCC1-deficient ovarian 
cancer cells [38], while David Cortez’ group 
demonstrated lethality between ATR and the 
structure-specific repair endonuclease ERCC4 in 
osteosarcoma cells [39]. A synthetic lethal screen 
using the ATR knock-in model of DLD1 colorec-
tal cancer cells identified a synthetic lethal inter-
action between ATR and DNA Polymerase Delta 
[40] (POLD1). POLD1 depletion in the absence 
of ATR results in reduced DNA repair, increased 
DNA damage, and caspase-dependent apoptosis 
following a defective checkpoint. Loss-of- 
function POLD1 mutations have recently been 
identified in small subsets of colorectal and endo-
metrial cancers [41, 42]. There is also increasing 
evidence that cancer cells lacking ATM (such as 
a subset of mantle cell lymphomas) are sensitive 
to ATR inhibitors [43]. Among the major func-
tional ATR targets is the checkpoint kinase 
CHK1, for which kinase inhibitors are currently 
in clinical trials. One exciting study found that 
replication stress induced by the investigational 
CHK1 inhibitor AZD7762 causes extensive 
apoptosis, but only in combination with VE-821 
[44]. Mechanistic analysis revealed that simulta-
neous ATR and CHK1 inhibition causes severe 
and persistent replication fork stalling and subse-
quent ssDNA accumulation that eventually leads 
to replication fork collapse. This synthetic lethal 
interaction was reversed via chemical inhibition 
of cyclin-dependent kinases, indicating that the 
initial synthetic interaction was caused by mis-
regulated origin firing. This is a rare example of a 
cancer-specific synthetic lethal interaction 
between two components of the same repair path-
way and suggests that ATR and CHK1 inhibitors 

1 Approaches for Identifying Novel Targets in Precision Medicine: Lessons from DNA Repair
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could form the basis of a novel combination ther-
apy. Table 1.1 summarises DNA repair genes and 
associated synthetic lethal interactions and 
syndromes.

1.5  PARP Inhibitors: 
Personalised Medicine 
for Patients with DNA 
Repair-Deficient Cancers

The most clinically advanced and highly-studied 
example of the therapeutic exploitation of syn-
thetic lethality is the development of Poly (ADP- 
ribose) polymerase (PARP) inhibitors such as 
Olaparib (Lynparza) in patients carrying germ-
line BRCA1 or BRCA2 mutations who have 
developed breast, prostate or ovarian cancer. In 
2005, a preclinical study clearly demonstrated 
the striking effect of PARP1 inhibitors in BRCA1- 
and BRCA2-defective cells – a source of great 

excitement in the scientific community [45]. 
PARP is a DNA damage sensor involved in 
SSBR, BER and the alternative pathway of end- 
joining [46]. Patients that carry a single-hit 
BRCA mutation have a greatly elevated lifetime 
breast, prostate and ovarian cancer risk, resulting 
from the acquisition of a ‘second-hit’ that com-
promises the function of the healthy BRCA allele 
[47]. BRCA1 and BRCA2 both have crucial 
roles in HR repair, and components of the HR 
machinery also have major roles in the restart of 
stalled replication forks [48], as does PARP itself 
[49]. There are several proposed mechanisms  
for the selective toxicity of PARP inhibitors 
in HR-deficient cells. PARP inhibition impairs 
BER, leading to an increased number of DNA 
single-strand breaks – these are converted to 
DSBs that remain unrepaired in HR-deficient 
cells, leading to toxicity (see Fig. 1.1). This idea 
is countered by the failure to detect increases in 
SSB levels in PARP inhibitor-treated cells in the 

Table 1.1 List of DNA repair genes

Gene Process Associated cancers
Repair syndromes 
associated SLIs Inhibitor

Mitophagy or 
ND?

ATM HR Leukaemia, breast Ataxia 
telangiectasia

PARP1 KU-559403 Mitophagy 
defect and NDp53

ATR HR, 
Replisome

Seckel syndrome Chk1 VX-970

Stability XRCC1 VE-821

ERCC4

POLD1

ATM

Mre11 HR Colorectal AT-Like Disease Mirin ND

53BP1 NHEJ RIDDLE 
syndrome

ATR + 
cisplatin

UNC2170

BRCA1 HR Breast, ovarian PARP1

BRCA2 HR Breast, ovarian PARP1

Rad51 HR Ovarian B-02

BLM HR Various BLM syndrome

WRN NHEJ, HR, 
BER

Osteosarcoma WRN syndrome Progeria, ND

Melanoma

XPA NER Skin cancers Xeroderma 
pigmentosum

Mitophagy 
defect and ND

FA genes ICL Leukaemia Fanconi anaemia ATM Mitophagy 
defectHNSCC

Selected DNA repair genes are listed in this table, alongside corresponding repair processes, associated cancers, repair 
syndromes, synthetic lethal interactions (SLIs) and the most therapeutically relevant inhibitors for each protein. The 
presence of a role in mitophagy and prevention of neurodegeneration (ND) is also indicated

D.T. Williams and C.J. Staples
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absence of an exogenous source of DNA damage. 
Alternative models suggest that PARP inhibition 
causes ‘trapping’ of PARP on the DNA, leading 
to replication fork blockage and impaired tran-
scription and repair. This theory is supported by 
evidence that PARP itself drives toxicity in PARP 
inhibitor-treated cells [50]. Follow-up studies 
have demonstrated clearly that compromised 
function of numerous other DNA repair genes 
including ATM, ATR, CHEK1, FANCD2, 
RAD51 and RPA1 leads to PARP inhibitor sensi-
tivity, implying that HR repair and replication 
fork stability are major determinants of this 
response [51]. The extensive data demonstrating 
that mutation, downregulation or loss of numer-
ous DNA repair proteins leads to cellular PARP 
inhibitor sensitivity raises the possibility that 
DNA sequence analysis and proteomic profiling 
of tumour material could be used predictively to 
identify differential patient responses to PARP 
inhibition.

Phase I clinical trials of Olaparib proceeded 
rapidly, and the study cohort was intentionally 
biased to include patients with a BRCA1 or 
BRCA2 mutation. These trials were a great suc-
cess, as it was quickly apparent that Olaparib was 
tolerable and safe, with side effects such as 
fatigue and gastrointestinal symptoms being rela-
tively mild [52]. The results of these trials showed 
effective anti-tumour activity in BRCA-mutant 
breast, ovarian and prostate cancers [53–55], and 
leant support to the idea that drugs targeting syn-
thetic lethal interactions could prove successful 
in the clinic. A later phase II trial testing olaparib 
in platinum-sensitive relapsed ovarian cancer 
was conducted, but no overall survival benefit 
was noted, leading to a delay in clinical develop-
ment [56]. However, further analysis demon-
strated that patients with BRCA1- or 
BRCA2-mutant ovarian cancers displayed the 
greatest response to olaparib [57]. This led to 
new phase III trials such as SOLO-2 – a Phase III, 

PARP

Single-strand break

Single-ended double strand 
break (seDSB)

Repair

HR
Replication

Replication

Stalled Fork

PARP

Double-strand break

Lesion to base

NHEJ/HR repair in Repair-Proficient Cells

Repair

Repair

NAD+ Nicotinamide

PARP hyperactivation in Repair-Deficient Cells

NAD+ Depletion
Defective Mitophagy

Fork Restart or
Collapse/HR repair
(BRCA wild-type)

HR-deficient cells
(eg: BRCA1 mutant)

Cell Death

PARP

PARPi

Inefficient 
BER

Fig. 1.1 The role of PARP in DNA repair and mitoph-
agy. PARP1 binds to various forms of damaged DNA to 
assist repair, including single and double-strand breaks. 
The repair machinery in HR-proficient cells repairs 
single- ended DSBs generated during replication. Cancer 
cells defective in HR repair fail to repair these breaks, 
leading to cell death. Additionally, PARP has an active 

role in binding stalled replication forks and assisting in 
their restart. Trapping of PARP on DNA may also be an 
important determinant of the sensitivity of HR-deficient 
cells to PARP inhibitors (not shown). PARP is often 
hyperactivated in cells defective for DNA repair pro-
teins – this is thought to lead to defective mitophagy via 
depletion of the cellular NAD+ pool
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multicentre trial intended to determine the effi-
cacy of oral maintenance Olaparib as monother-
apy in patients with platinum-sensitive recurrent 
BRCA-mutant ovarian cancer (NCT01874353). 
In SOLO-2, patients with either germline or 
somatic BRCA mutations were enrolled, and ran-
domised to receive Olaparib tablets or placebo 
until disease progression was observed. The trial 
reported a clinically meaningful improvement of 
progression-free survival (PFS) among patients 
treated with Olaparib tablets compared to pla-
cebo. In 2014, the European Commission (EC) 
granted authorisation for Olaparib capsules as the 
first therapy for the maintenance treatment of 
patients with platinum-sensitive relapsed BRCA- 
mutated platinum-responsive epithelial ovarian, 
fallopian tube, and primary peritoneal cancer.

Following encouraging in vitro data [58], the 
PARP inhibitor BMN-673 is also being tested in 
patients with solid tumours housing mutations in 
BRCA1 or BRCA2, and who have experienced 
disease progression following at least one current 
therapy. In addition to these single-agent trials, 
PARP inhibitors are also being evaluated as part 
of combination therapies for advanced solid can-
cers. A number of trials are currently validating 
the PARP inhibitor ABT-888 (Veliparib) in com-
bination with other DNA-damaging chemothera-
pies. For example, ABT-888 is being evaluated in 
combination with the alkylating agent temozolo-
mide in solid tumour patients. The effect of add-
ing ABT-888 to an existing combination of 
carboplatin and paclitaxel in HER2-negative 
metastatic and inoperable BRCA mutant breast 
cancer is also being assessed in Phase III clinical 
trials.

1.6  Identifying Defective DNA 
Repair in Tumours

The clinical application of tools for rapid patient 
stratification is fast becoming a reality. The 
advent of affordable and rapid sequencing and 
proteomics now provides oncologists with in- 
depth profiles of the genetic and proteomic alter-
ations found in patients’ tumours. In the past, the 
sensitivity of cancers to platinum agents has been 

used as a crude marker of HR-deficiency. This is 
unreliable, as some cancers that respond to plati-
num compounds do not respond to PARP inhibi-
tion; reflected in the observation that in some 
clinical trials PARP inhibitors yielded positive 
responses in patients with platinum-resistant can-
cers. Some alterations may have a epigenetic ori-
gin – the BRCA1 gene promoter is 
hypermethylated in around 15% of sporadic 
ovarian carcinomas [59, 60] and suppression of 
BRCA2 has been associated with methylation 
and silencing of its regulator FANCF [61]. 
Indeed, methylation of the BRCA1 promoter is 
linked with therapeutic resistance and a negative 
prognosis in ovarian cancer [60, 62]. However, 
cellular alterations that lead to repair deficiency 
or PARP inhibitor sensitivity may not always be 
a consequence of mutations in DNA repair genes, 
and in some cases may not be detectable even by 
whole-proteome analysis. Direct assessments of 
DNA repair in human tumours are potentially an 
excellent biomarker – however this presents sci-
entists with a number of technical challenges, as 
any protocol would require a tissue sample 
treated with an appropriate DNA-damaging 
agent. The formation of RAD51 foci is an excel-
lent readout of HR repair activity [63] and indeed 
reduced numbers of RAD51 foci per nucleus in 
ascites from ovarian cancers have been correlated 
broadly with reduced HR repair [64], and a more 
positive response to chemotherapy. HR defi-
ciency also causes elevated PARP activation, 
suggesting that hyper-activated PARP could 
 predict how cancers may respond to PARP inhi-
bition [65]. However, considerable variability in 
PARP activity from patient to patient has been 
observed [66], and this may seriously compro-
mise the possibility that PARP activity could 
serve as a useful biomarker.

Multiplex sequencing can be used to identify 
mutations in DNA repair genes that result in 
increased or decreased HRR – this could prove a 
useful clinical tool. Whole-exome sequencing 
provides targeted sequencing of most exons, 
including DNA repair genes, but is not com-
monly applied in clinical practice at present. A 
PARP inhibitor clinical trial employed whole- 
exome sequencing in prostate cancer patients, 
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finding a high response rate in the subset of 
patients with a HR-defective cancer [67]. An 
alternative strategy involves profiling gross aber-
rations in chromosome structure, a feature com-
mon to HRR-deficient cancers. Markers of this 
phenotype include loss of heterozygosity (LOH), 
allelic imbalance near telomeres (TAI); and 
large-scale state transitions (LSTs – chromo-
somal breaks between adjacent sections of greater 
than 10 megabases. LOH, TAI and LST scores 
correlate with each other and predict platinum 
response in ovarian and breast cancers [68]. 
Several HRR deficiency biomarkers that involve 
the assessment of patterns of loss of heterozygos-
ity (LOH) are being tested in clinical trials of 
PARP inhibitors. Following treatment of patients 
with recurrent ovarian cancers with PARP inhibi-
tors, those with germline BRCA mutations dis-
played the greatest response, followed by patients 
with high LOH but lacking a BRCA mutation. 
Patients lacking either LOH or a BRCA mutation 
responded most poorly [69]. This data implies 
that LOH has the potential to predict PARP 
inhibitor response.

1.7  Personalised Medicine 
Strategies for Therapy- 
Resistant Cancers

The efficacy of anti-cancer drugs is too often lim-
ited by the development of acquired or inherent 
therapeutic resistance. Despite the enormous 
advances made in our understanding of DNA 
repair mechanisms, and the encouraging clinical 
data emerging, it is apparent that some patients 
exhibit a better initial response to PARP inhibi-
tors than others, and that in many patients cancers 
eventually become refractory to therapy.

Hope comes however, from the therapeutic 
potential of personalised medicine for patients 
with drug-resistant cancers. With a complete 
molecular understanding of the biology of drug 
cytotoxicity and the mechanisms that lead to 
resistance comes the ability to identify non- 
responsive or relapsed patients with tumours that 
have developed a specific inherent or acquired 
resistance mechanism. This approach would 

enable stratification of patients to allow adminis-
tration of the optimal therapeutic strategy, fol-
lowed by continual molecular evaluation of the 
tumour biology prior to and during treatment. 
One hopes that in the future, personalised molec-
ular profiling of drug resistance might allow cli-
nicians to draw on pharmacological resources to 
specifically resensitise different types of drug- 
resistant cancers.

An important mechanism of PARP inhibitor 
resistance involves the down regulation of fac-
tors that normally repress HR repair in favour of 
error-prone NHEJ. Factors implicated thus far 
include REV7, 53BP1 and JMJD1C [70–72]. A 
number of these factors are routinely lost in 
breast and ovarian cancers, suggesting the 
importance of screening patients for loss of these 
proteins prior to, and during treatment with 
PARP inhibitors. An extremely interesting recent 
study highlighted an alternative resistance mech-
anism, demonstrating that the loss of the repair 
protein PTIP protects BRCA-deficient cells from 
DNA damage [51]. Despite its similarity to Rev7 
and 53BP1 in regulating the balance between 
HR and NHEJ, PTIP loss has no effect on HR 
activity in BRCA-deficient cells. Surprisingly, 
loss of PTIP inhibits MRE11 nuclease binding to 
stalled replication forks, thereby protecting the 
DNA from nuclease degradation. The study 
noted that in more general terms, the develop-
ment of resistance to PARP inhibitors and plati-
num compounds correlates with replication fork 
protection.

The mechanisms via which some cells are 
able to avoid ATR inhibitor-induced toxicity are 
also under investigation. Notably, one CRISPR- 
Cas9- based study identified CDC25A as an 
important determinant of ATR inhibitor sensitiv-
ity. Cells lacking CDC25A resist high doses of 
ATR inhibitors, as they fail to prematurely enter 
mitosis following inhibitor treatment [73]. Using 
WEE1 inhibitors to force mitotic entry re- 
sensitises CDC25A-deficient cells to ATR 
inhibition.

Genetic heterogeneity is a feature of most can-
cers that drives therapeutic resistance, and is 
itself a consequence of elevated genome instabil-
ity. Sequence analysis of single breast cancer 
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cells has clearly demonstrated that resistance is 
driven by the generation of extensive clonal 
diversity within tumours [74]. In the context of 
defective repair and PARP inhibition, the infer-
ence is that subpopulations of tumour cells har-
bour alterations in regulators of repair pathway 
choice, and that these repair-proficient clones 
expand following therapy [58–61]. Encouraging 
preliminary work has demonstrated that targeting 
a heterogenous population composed of repair- 
deficient and repair-proficient cells by depleting 
BRCA2 prevented selective expansion of resis-
tant cells following Olaparib treatment [75]. 
These studies are crucial to our understanding of 
how resistance arises and why many patients 
treated with synthetic medicines might fail to 
respond or quickly relapse. The identification of 
a wide range of synthetic lethal interactions could 
have profound clinical implications related to 
personalised medicine, more specifically the 
introduction of tumour genotype-based cancer 
therapy. As cancer researchers gradually add to 
their knowledge of lethal interactions and 
increase the number of targeted therapies in their 
arsenal, one might envisage a future where a syn-
thetic medicine library could be drawn on to tar-
get a large subset of human cancers following 
tumour sequencing and proteomic analysis.

1.8  DNA Repair Syndromes 
and Neurodegeneration

Repair of DNA damage is a crucial tumour sup-
pressor mechanism – this is exemplified by the 
fact that a range of rare genetic cancer predispo-
sition disorders are caused by mutations in DNA 
repair genes. Interestingly, patients suffering 
from these diseases often exhibit a neurodegen-
erative phenotype, amongst other symptoms. 
Ataxia Telangiectasia (A-T) is a human syn-
drome caused by a defect in DSB repair resulting 
from mutations in the ATM gene [76]. A-T 
patients exhibit ataxia, and neurodegeneration of 
granule and Purkinje cells in the cerebellum. 
Other symptoms include telangiectasia, increased 
incidence of lymphoma, leukaemia and other 
tumours, and diabetes later in life [77]. Werner 

Syndrome (WS) results from mutations in the 
WRN gene [78], which encodes a RecQ family 
helicase that plays important roles at DNA repli-
cation forks, in BER, in both NHEJ and HR path-
ways at DSBs, and is crucial for maintenance of 
telomere stability and length [79]. WRN is not 
frequently found mutated in cancers, though 
many cancers express low levels of WRN due to 
extensive promoter hypermethylation [80]. WS 
patients exhibit accelerated aging (progeria) and 
ultimately die from cancer or cardiovascular 
defects as a consequence of progressive neurode-
generation. Exposure to the ultraviolet compo-
nent of sunlight causes DNA damage, largely in 
the form of pyrimidine dimers. These lesions are 
removed by two forms of nucleotide excision 
repair (NER) – Global Genome Repair (GG-NER) 
that is dependent on XPA, and Transcription- 
Coupled Repair (TC-NER), which is dependent 
on CSA and CSB [8]. Xeroderma Pigmentosum 
(XP) is an inherited autosomal recessive condi-
tion resulting from mutation of one of a number 
of NER factors [81]. The disease is characterized 
by severe photosensitivity, altered skin pigmenta-
tion and a greatly increased risk of skin basal and 
squamous cell carcinoma. Approximately 30% 
of patients also suffer from neurological abnor-
malities including abnormal motor control, 
ataxia, neuropathy, dementia, atrophy and micro-
cephaly. The symptoms vary in severity between 
patients, but are generally progressive, chronic, 
and are caused by gradual neurodegeneration as a 
consequence of neuronal apoptosis. Collectively, 
these findings demonstrate a clear mechanistic 
link between unrepaired DNA damage and 
neurodegeneration.

Defects in SSB repair (SSBR) are also associ-
ated with disease, and neurodegeneration [82]. 
During SSBR, PARP1 binds to the break to 
recruit the LIG3α-XRCC1 complex required for 
repair [83]. The neurodegenerative diseases 
Ataxia-Oculomotor Apraxia-1 (AOA1) and 
SpinoCerebellar Ataxia with axonal 
Neuropathy-1 (SCAN1) are autosomal-recessive 
disorders associated with defects in SSB repair 
caused by mutations in the Aprataxin (APTXN) 
and Tyrosyl-DNA phosphodiesterase-1 (TDP-1) 
genes, respectively [84, 85]. APTXN is a nucleotide 
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hydrolase that can remove obstructive termini 
from DNA strand breaks that block repair and 
religation of these sites [86]. Interestingly, 
patients do not exhibit many of the typical fea-
tures of DNA repair disorders like radiation sen-
sitivity and increased cancer incidence; instead, 
symptoms are limited to neurodegenerative phe-
notypes. SCAN1 patients suffer progressive cer-
ebellar ataxia, areflexia, peripheral neuropathy 
and loss of pain and touch sensation in the hands 
and legs. AOA1 is characterized by progressive 
cerebellar ataxia, then oculomotor apraxia and 
peripheral axonal motor neuropathy. These 
observations suggest that the neuronal system is 
sensitive to defects in the repair of DNA SSBs 
relative to the rest of the body.

Unlike the symptoms of cancer  predisposition 
and aging, DNA damage does not appear to 
account entirely for the neurodegenerative phe-
notypes observed in patients with defective DDR 
syndromes. In fact, the neurological phenotypes 
closely mimic symptoms of patients with organ 
failure related to mitochondrial disorders; namely 
cerebellar degeneration, seizures and  neuropathy. 
Mitochondria are vital organelles that mediate a 
range of cellular functions including energy pro-
duction, apoptosis and calcium homeostasis. It is 
now well accepted that altered mitochondrial 
function plays a significant role in the pathology 
of AD, PD, ALS and HD [87–89] This may be a 
result of increased ROS production resulting 
from defects in components of the electron trans-
port chain (ETC), or mutations in either mito-
chondria DNA or nuclear DNA that encodes 
proteins involved in mitochondrial function. As 
examples, nuclear mutations in the PARK2 and 
PTEN-Inducible Kinase 1 (PINK1) genes are 
associated with the neurodegenerative features of 
PD [90]. These genes encode proteins  essential 
for mitophagy, a selective organelle autophagy 
pathway that functions to remove defective 
mitochondria. Autophagy is a degradative pro-
cess via which the cell can remove defective 
organelles like mitochondria, as well as having 
additional functions in turnover of long-lived 
proteins, recycling of nutrients, and survival dur-
ing conditions of severe nutrient starvation. In 
the initiation of mitophagy, PINK1 accumulates 

on the surface of dysfunctional mitochondria 
where it functions to recruit Parkin, an E3 
Ubiquitin ligase [91]. The activity of Parkin 
drives a series of events that results in the engulf-
ment of damaged mitochondria by autophago-
somes, followed by their degradation in 
lysosomes.

1.9  PARP is Hyperactivated 
in DNA Repair-Deficient Cells 
and in Neurodegeneration

Intriguingly, cells defective in ATM, XPA, and 
multiple FA pathway components all share a 
common feature – they display a defect in 
mitophagy [92–94]. ATM and FA proteins are 
present in mitochondria while XPA and CS pro-
teins are not, and it appears that mitochondrial 
effects in these cells are a secondary consequence 
of the disruption to genome stability caused by 
loss of these proteins. There is, however, a com-
mon feature which links cells defective for each 
of these repair proteins; namely, the hyperactiva-
tion of PARP enzymes. PARP is activated by 
intracellular stresses linked with both cancer and 
neurodegenerative disorders, such as DNA dam-
age and elevated ROS levels [65]. PARP activity 
involves the conversion of Nicotinamide Adenine 
Dinucleotide (NAD+) to mono-(ADP-ribose), 
resulting in release of free nicotinamide (see 
Fig. 1.1). These monomeric units are then poly-
merised into PAR chains and added to substrate 
proteins. The net effect of PARP activity is to 
consume NAD+, eventually depleting cellular 
stocks of this essential activated carrier molecule. 
NAD+ is a cofactor for the sirtuin deacetylases, 
and consequently PARP hyperactivation results 
in inhibition of sirtuins. Sirtuins are NAD+ 
-dependent enzymes that regulate metabolism, 
DNA repair and ageing. Sirtuin 1 (SIRT1) is 
thought to have a central role in regulation of 
mitophagy via the transcription factor PGC-1α, 
the loss of which results in neurodegeneration 
[95].

Recent studies suggest the possibility of tar-
geted therapeutic intervention to restore NAD+ 
levels either via supplementation or inhibition of 
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PARP enzymes. NAD+ supplementation is neu-
roprotective in Parkin mutant flies, as is co- 
mutation of PARP [96]. Administration of PARP 
inhibitors in a mouse model of HD resulted in 
increased lifespan, and reduction of the symp-
toms of neurological dysfunction [98]. It appears 
that ongoing unrepaired DNA damage induces 
signalling between the nucleus and the mitochon-
dria, and this is consistent with new evidence 
demonstrating that rescuing NAD+/SIRT1 sig-
nalling in ATM-null cells partially reverses neu-
rological defects and increases lifespan. 
Interestingly, in this context replenishing NAD+ 
actually stimulates both DNA repair and mitoph-
agy [97]. The crucial role of PARP in these pro-
cesses is further highlighted by evidence for the 
importance of negative regulation of PARylation, 
which is mediated in part via the deconstruction 
of PAR chains by the enzyme Poly (ADP-Ribose) 
Glycohydrolase (PARG). Consistent with a role 
for altered PARylation in neurodegeneration, 
Sharifi and colleagues have described a link 
between impaired PAR degradation and neurode-
generation [99]. Studies in worms have also con-
vincingly demonstrated that PARG promotes 
nerve regeneration in damaged motor neurons 
[100]. In contrast, PARP activity inhibited axonal 
regeneration, and in this model pharmacological 
PARP inhibitors were also neuroprotective.

Collectively, these findings highlight impor-
tant links between DNA damage, mitochondrial 
function and neurodegeneration. Furthermore, 
evidence is building that strategies designed to 
increase intracellular NAD+ concentrations via 
dietary supplementation, or the pharmacological 
inhibition of PARP, could prove useful in a subset 
of patients with neurodegenerative disorders.

1.10  Summary

The advent of personalised medicine is a very 
exciting time for clinicians and basic scientists 
alike, with the prospect that genetics and cell 
biology will increasingly inform the develop-
ment of bespoke approaches to maintaining 
health and treating disease. Nonetheless, tumour 
heterogeneity and inherent or acquired drug 
resistance represent a formidable barrier to the 

development of successful therapies. The recent 
generation of a prolific amount of tumour- specific 
genetic and proteomic data has resulted in identi-
fication of novel potential targets and added a 
new dimension to medical research. The continu-
ing challenge in medical research is how to uti-
lise identified molecular idiosyncrasies to create 
a therapeutic advantage in managing disease.

The process of translating potential therapies 
from bench to bedside is complex and peppered 
with frustration and disappointments as well as 
successes. The development of therapies from 
basic molecular discoveries to clinical practice is 
inherently costly. The provision of treatments at a 
reasonable cost is a constant challenge, particu-
larly if these are to be provided as maintenance 
therapies. Similarly, long-term treatment may 
result in unwanted adverse events or loss of effi-
cacy. To expedite these difficult processes, 
advances in personalised medicine strategies 
should be coupled with appropriate modifications 
to clinical trial design to permit the assessment 
and verification of putative patient selection strat-
egies and properly reflect the co-morbidities and 
genetic variation of the target population.
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Abstract

DNA damage poses a constant threat to genome integrity taking a variety of 
shapes and arising by normal cellular metabolism or environmental insults. 
Human syndromes, characterized by increased cancer pre- disposition or 
early onset of age-related pathology and developmental abnormalities, often 
result from defective DNA damage responses and compromised genome 
integrity. Over the last decades intensive research worldwide has made 
important contributions to our understanding of the molecular mechanisms 
underlying genomic instability and has substantiated the importance of 
DNA repair in cancer prevention in the general population. In this chapter, 
we discuss Nucleotide Excision Repair pathway, the causative role of its 
components in disease-related pathology and recent technological achieve-
ments that decipher mutational landscapes and may facilitate pathological 
classification and personalized therapy.
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2.1  Introduction

Genome integrity is a vital component of all life 
forms. However, it is constantly challenged by a 
multitude of genotoxic agents, which produce 

diverse DNA lesions that alter DNA chemistry, 
structure and integrity. Such genotoxic agents can 
be found in the environment and consist of ultra-
violet (UV) radiation, ionizing radiation (IR), and 
many pharmaceuticals, notably anticancer drugs 
(e.g.: cisplatin, Topoisomerase I and II inhibitors). 
In addition, threats can rise from endogenous 
metabolic products or by-products such as reactive 
oxygen species (ROS), alkylating agents and 
errors during replication (see [1–3] for review). 
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Cells regularly respond to these challenges by 
rapidly inducing pathways/networks of molecular 
switches that consist of specialized DNA repair 
mechanisms and signaling cascades, which con-
trol DNA and cell status after genotoxic insult. 
DNA Damage Responses (DDR), as a whole, thus 
guarantees the durability and maintenance of 
accurate genomic information. On the other hand, 
overload in damages or deficient repair mecha-
nisms leave unrepaired lesions and trigger the 
activation of “no-return” pathways, such as apop-
tosis, enforcing cell elimination [4], or favor the 
development of cancer [5].

Among the plethora of DNA repair mecha-
nisms, NER is the one responsible for the removal 
of bulky, helix distorting DNA adducts. NER 
efficiency relies in the extreme versatility in the 
type of recognized DNA lesions. It senses the 
distortion caused to the DNA double helix indif-
ferently of the lesion chemical structure and 
excises a short oligonucleotide spanning the 
lesion (see below).

NER defects result in a large clinical spectrum 
of human pathologies including neurodevelop-
mental abnormalities, premature ageing, neuro-
degeneration and cancer-prone phenotypes. This 
review aims to clarify and unify some of the most 
recent models deciphering NER involvement in 
keeping cells healthy. In particular, we highlight 
studies that help to understand how DNA dam-
age, differences in genetic background, stress 
load and cell micro-environment all contribute to 
determine cell-fate and clinical consequences of 
different NER diseases. Finally, in line with a 
clearer understanding of NER-related molecular, 
cellular and systemic mechanistic details, we 
describe advances that can facilitate clinical 
management of NER syndromes and NER-
related disorders.

2.2  NER: Target Lesions, 
Pathways and NER 
Deficiency Syndromes

We only give here a brief overview of NER topics 
that have been extensively discussed recently in 
very comprehensive and detailed reviews [6, 7].

2.2.1  Versatility of DNA Lesions 
Handled by NER

To achieve versatility NER sensing enzymes 
do not focus on the lesions per se and this char-
acteristic also contributes to explain the broad 
range of NER-related patho-physiology. NER 
senses and repairs DNA double helix-distorting 
lesions and by virtue can recognize an extraordi-
narily wide range of substrates with varying 
chemical structures. A collective feature of NER 
substrates is that they thermodynamically desta-
bilize the DNA duplex and are bulky. Together 
with UV light induced toxic cyclopurines (6-4 
pyrimidine- pyrimidone photoproducts (6-4PPs) 
and cyclobutane- pyrimidine dimers (CPDs)), 
platinated adducts helix distorting lesions are the 
most common adducts and are handled exclu-
sively by NER.

2.2.2  NER Pathways

The complexity of NER repair mechanism is due 
to both the size of the molecular scaffolds and the 
fact that the actions of the involved factors need 
to be well-orchestrated in a multi-stage process. 
NER relies on the enzymatic activities or on the 
stabilizing and regulating interactions of about 
30 proteins [8]. Two different modes of NER, 
namely Global Genome NER (GG-NER or GGR) 
and Transcription-Coupled NER (TC-NER or 
TCR), operate the recognition of distorted DNA 
and determine both spatial- and time-related 
preferences.

2.2.2.1  Following the DDR Rule of Rs: 
Recognize, Repair, Restore

Lesion Sensing
NER DNA sensing proteins do not rely on a 
“lesion-binding” pocket that should fit to a spe-
cific type of chemical lesion, but they rather rec-
ognize multiple shapes of aberrant bulks in the 
DNA helix. Briefly, in GG-NER, damage recog-
nition operates throughout the whole genome and 
depends on the rather random action of XPC- 
RAD23B or UV-DDB1/2 (XPE) complex [9–11]. 
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In TC-NER, it is the stalling of RNA polymerase 
II (RNAPII) on DNA adducts and the impairing 
of RNA synthesis reaction that triggers the 
alarm. TC-NER occurs faster than GG-NER, 
but is exclusively limited to the transcribed strand 
of expressed genes. Importantly, the recruitment 
of Cockayne Syndrome B (CSB) and Cockayne 
Syndrome A (CSA) proteins is essential in humans 
and other eukaryotes for completion of the sub-
sequent core NER reaction at sites of damage 
stalled RNAPII (see [12, 13] and references 
therin).

DNA Melting, Lesion Check, 
and Nucleotide Excision
After damage recognition, the two subpathways 
converge to recruit TFIIH complex and promote 
the opening/melting of the lesion containing 
DNA by the action of its subunits XPB and XPD 
(reviewed exhaustively in [14]). In turn, XPA, 
RPA and XPG proteins are recruited. XPA 
serves to verify the presence of an impairing 
DNA damage and signals to the 5′ DNA endo-
nuclease XPF-ERCC1 complex whereas RPA 
binds and protects the single-stranded DNA 
opposite the damage facilitating the coordina-
tion of repair and the correct orientation of the 
DNA endonucleases. DNA endonuclease XPG 
associates with and confers stability to TFIIH 
[15]. It has been shown that incision 5′ to the 
damage by XPF- ERCC1 precedes the 3′ inci-
sion by XPG [16].

De Novo Synthesis and DNA Sealing
Excision of the lesion-containing DNA is fol-
lowed by de novo synthesis of the 25–30 nt 
resulting gap by the DNA repair synthesis fac-
tors using the undamaged strand as a template. 
Notably, the identity of the enzymes operating 
gap filling and ligation depends on the cell cycle 
status [17]. PCNA, RFC1 and DNA polymerases 
(DNA pol) delta and kappa fill in the gap in non- 
cycling cells whereas in dividing cells DNA pol 
epsilon is also engaged in NER DNA synthesis 
[18]. Finally, repaired DNA strand is sealed by 
either XRCC1-DNA ligase IIIa complex or DNA 
ligase I, in non-cycling and dividing cells, respec-
tively [19].

Chromatin Restoration
Noteworthy, NER acts on DNA in the context of 
chromatin, and for this reason a mechanism of 
“access – repair – restore” had been proposed 
[20]. Recent dramatic advances in our under-
standing of how NER requires the concordant 
activity of histone modifying and ATP-dependent 
remodeling enzymes to transiently “open” a 
repair bubble, and ensure a full reassembly of the 
repaired DNA into chromatin after NER comple-
tion are very important, but cannot be discussed 
here due to space constrains. We invite the reader 
to consult reviews by Peterson and Almouzni 
[21] and Scharer [7] for more information. It is 
therefore anticipated that defects in chromatin 
reorganization after DNA damage could also 
favor NER pathologies.

2.2.3  NER Deficiency Syndromes

NER deficiencies rise from germ-line mutations 
in genes encoding the factors involved at any step 
of the pathway. Hence, defects are inheritable 
and the associated consequences are systemic 
and directly impact on human health. As detailed 
in this section, various diseases have been 
thoroughly described. Mutations that affect 
functionality of NER proteins cause mild to 
extreme photosensitivity, cancer, neurodevelop-
mental defects and neurodegeneration (reviewed 
in [22]). However, many other symptoms exist 
and there is a particularly complex relationship of 
clinical diseases to NER mutations. In important 
reviews, Kraemer and co- workers [23] and Rapin 
[24] present a thorough analysis of the genotype 
to phenotype characteristics that highlight both 
the heterogeneous physiological consequences of 
one or several mutations in NER genes, but also 
the complexity for clinicians to detect and clas-
sify patients based only on the phenotypes.

2.2.3.1  Xeroderma Pigmentosum (XP)
XP is an autosomal recessive disorder character-
ized by sun and other environmental stresses 
sensitivity that increase their predisposition for 
skin, eye and tongue cancers and to lesser extent 
to other various internal tumors (see review by 
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Marteijn and colleagues [2] and Spivak [12]). XP 
patients show a 2000-fold increased incidence of 
melanoma and 10,000-fold in non- melanoma 
skin cancers [25]. In 25% of the patients progres-
sive neurological degeneration is also detected. 
Seven complementation groups with defects in 
the NER pathway have been assigned genetically 
in XP (XP-A to -G). An eighth one, XP variant 
(-V) is proficient in NER, but carries mutations in 
POLH gene that encodes for DNA polymerase η 
(eta), a translesion synthesis (TLS) polymerase 
that specializes in error- free replication of DNA 
containing UV lesions [26]. These findings pro-
vided important insights in the genotype/pheno-
type relationship in XP patients. Nevertheless, 
systematic examination and long term follow-up 
of 89 XP patients in the UK, has revealed much 
larger clinical heterogeneity than anticipated 
dependent on the affected gene and the exact 
mutation [27]. Although they do not develop 
abnormal neurological phenotypes, the TC-NER 
proficient groups of XP-C, XP-E and XP-V 
patients, due to relatively normal sunburn reac-
tions, are diagnosed much later than other XP 
groups and they develop considerable high levels 
of skin cancer. Surprisingly, among these three 
XP groups only XP-C patients show in addition 
progressive ocular damage that is increased with 
the age. On the other hand, XP-F and XP-G 
patients have much smaller incidence of skin 
cancer than the rest of the XP groups. XP patients 
with different mutations in XPA, XPB, XPD or 
XPG gene display none or progressive neurode-
generation with variable severity depending on 
the exact mutation. In the severely affected cases, 
XP-related neurologic disease is considered a 
primary neurodegenerative disease that is mainly 
characterized by the loss of large neurons 
throughout the brain, spinal cord, and peripheral 
nervous system [28].

2.2.3.2  Cockayne Syndrome (CS)
Cockayne Syndrome was firstly reported in 
1936 [29] for two siblings with dwarfism, retinal 
atrophy and deafness and its progression was 
analyzed [30]. Another case-study of two other 

siblings described phenotypes linked to progeria 
[31]. In Western Europe the incidence of Cockayne 
Syndrome has been estimated to be 2.7 per 
million live births [32]. Genetic studies uncov-
ered that the two genes that encode for the two 
TC-NER indispensable proteins, CSA and CSB, 
are implicated in classical Cockayne Syndrome 
[33, 34]. Among CS patients almost 60 % carries 
mutations in CSB gene while the rest 40 % in 
CSA. CS is a multisystem disorder characterized 
among others by cutaneous photosensitivity, 
deafness, cataracts, large cold extremities, growth 
and developmental abnormalities, microcephally, 
dysmyelination, demyelination, increased brain 
calcification and vasculopathy, progressive 
neurodegeneration, and mental retardation (for a 
review with most up-to-date clinical features of 
CS- related diseases, see [35]). In addition, a large 
comprehensive clinical description of CS and 
recommendations for care has been reported by 
Wilson and co-workers [36].

Combined Phenotype of XP/CS
Specific mutations in XPB, XPD or XPG genes 
were identified in patients diagnosed with XP 
and these patients were classified with the rare 
XP/CS phenotype as they present skin sensitivity 
similar to XP patients, but also severe develop-
mental abnormalities such as short stature, defi-
cient sexual development and retinal atrophy 
similar to CS patients [23].

Cerebro-oculo-facio-skeletal Syndrome 
(COFS)
COFS syndrome (reviewed in [37]) belongs to 
the spectrum of inherited defects in NER result-
ing in acute photosensitivity. It is a rare  autosomal 
recessive inherited disorder characterized by con-
genital microcephaly, congenital cataracts and/or 
microphthalmia, arthrogryposis, severe develop-
mental delay, severe postnatal growth failure and 
facial dysmorphism. COFS that carry mutations 
in the CSB gene belong to the most severely 
affected CS patients and show a prenatal onset 
of the symptoms. In addition to CSB, mutations 
have been identified in XPD, XPG and ERCC1 
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genes. Similarly to CS, cells from COFS patients 
have impaired TC-NER pathway, and they are 
GG-NER proficient.

2.2.3.3  UV Sensitive Syndrome (UVSS)
UVSS, which was firstly reported in 1994 [38], is 
an autosomal recessive disorder. UVSS causative 
mutations have been identified on CSA or CSB 
gene (three affected patients) [39, 40], while the 
rest of the cases were attributed to mutations of 
the recently identified UVSSA (UV-stimulated 
scaffold protein A) gene [41–43]. UVSSA protein 
interacts with RNAPII and it is stable associated 
with TC-NER complexes in response to UV [41, 
43]. UVSSA forms a complex with the ubiquitin-
specific protease USP7 and upon UV irradiation 
prevents degradation of CSB protein at the early 
steps of repair [42, 44].

UVSS patients share some clinical features 
with the CS patients such as cutaneous photosen-
sitivity, freckling and telangiectasia. However, 
this syndrome lacks the severe growth and neuro-
logical abnormalities characterizing CS patients 
(as reviewed by Spivak [45]). The phenotypic 
difference of the two syndromes seems quite 
striking considering that cells from both UVSS 
and CS patients are characterized by defective 
TC-NER and are unable to restore gene expres-
sion after UV stress [46]. Although the molecular 
mechanism that underlies the clinical differences 
seen in the two syndromes is not known, several 
hypotheses have been proposed based on the 
additional molecular functions of CS proteins 
beyond TC-NER (reviewed in Schwertman and 
co-workers [47]).

2.2.3.4  Trichothiodystrophy (TTD)
Specific mutations in XPB, XPD and TTDA genes 
result in TTD, a disease that is characterized by 
sulfur deficient brittle hair and ichthyosis. In 
addition, mental retardation and demyelination 
have been reported, as well as skeletal abnormali-
ties [23, 32]. Interestingly, increased cancer sus-
ceptibility is lacking from these patients and this 
results in an overlap of clinical prognosis between 

CS and TTD. However, the two conditions show 
distinct clinical features such as cachexia, optic 
atrophy and deafness that are absent in TTD [24].

2.2.3.5   Clinical Features and Mutation 
Position Effect

As illustrated in Fig. 2.1, mutations in one gene 
of NER pathway could lead to different diseases. 
For example, different mutations in the XPD 
gene cause six different NER disorders (XP, XP/
CS, XP/TTD, COFS, XP with neurological dis-
ease, TTD). Reciprocally, each clinical disorder 
may be the result of mutations in different NER 
genes as is the case of UVSS and COFS syn-
dromes. The position of the mutation and thus the 
amount and stability of the protein produced 
could provide explanation for this complexity. 
For example, a missense but simultaneously 
tolerated mutation could result in milder pheno-
types compared to a nonsense mutation, which 
results in truncated often nonfunctional protein. 
Also, given that NER acts as a molecular cascade 
where interactions of different proteins are vital 
for the completion of DNA repair, mutations that 
affect crucial protein regions for interaction with 
other NER partners could be deleterious com-
pared to other mutations that do not. However, 
the fact that the same mutation could cause two 
distinct NER related phenotypes [48] implies 
that the genetic background or other unidentified 
factors may play a crucial role for unraveling 
the genotype/phenotype correlations of NER 
disorders.

Considering these features and depending on 
cells microenvironment, a wide range of symp-
toms could arise at the organism level when 
NER pathway is not functional. Moreover, since 
NER factors are shared with other pathways the 
etiology of NER-related diseases is complicated 
(see below for details). For instance, to efficiently 
overcome ICLs, Fanconi Anaemia (FA) pathway 
combines NER components, nuclease pathways, 
TLS polymerase activity, and Homologous 
Recombination (HR) (see review by Dietlein and 
co-workers [49]).
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2.3  Molecular, Cellular 
and Systemic Consequences 
of NER Alteration

In cells presenting NER deficiencies, environ-
mental exposure and endogenous stress accelerate 
the age-dependent accumulation of somatic muta-
tions. Age-related diseases such as cancer or neu-
rodegeneration, which characterize NER patients, 
therefore present common molecular bases for 
their onset and progression although they seem 
clinically opposed. In fact, both pathologies 
develop faster and more frequently in these 
patients [51]. The consequences of poor DNA 
damage management by the cell can either be 
increased cell-death, which is a hallmark of neu-
ropathology, or uncontrolled proliferation, a hall-
mark of cancer. A fine line separates how DNA 
damages infer on cell survival or death [3, 52].  

NER molecular deficiencies may impact on key 
decision-making nodes that can drive the cell into 
one path or the other (Fig. 2.2). Consequences 
are modulated by the genetic, epigenetic and 
environmental contexts, developmental stage and 
cell identity and microenvironment that directly 
act on these switches.

2.3.1  From DNA Damage to Cell 
Death Driven Neuropathologies

Neurodegeneration and neurodevelopmental 
phenotypes result both from extensive cell death 
of either the post-mitotic division-resistant neu-
rons, or from the impairment of neuronal cell 
differentiation during development. Neuronal 
development requires extensive proliferation of 
neural progenitor cells, which in turn gradually 

Fig. 2.1 Genotype/phenotype relationships between NER disorders highlighting the overlap with observed neurologi-
cal and cancer abnormalities (Adapted from [50])
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differentiate in order to generate a wide spectrum 
of specialized neuronal and glial cells. During dif-
ferent stages of neural development, the nervous 
system is challenged by different types of DNA 
damage. At the first stages of neurogenesis, it seems 
that the main type of DNA damage that cells need 
to overcome is the replication stress due to the 
extensive expansion of neural progenitor cells. 
As neural progenitor cells differentiate and matu-
rate, oxidative damage and transcription deregula-
tion become the major threats for neuronal genomic 
stability [53]. Importantly, cells micro-environment 

and physiology greatly impact on the clinical 
outcome of NER impairment with regards to 
neurodegeneration and neurodevelopmental 
abnormalities. Acknowledging these important 
parameters, new studies are being designed and 
pursued and aim to decipher the versatility in 
NER components molecular functions in different 
environments. It is beyond any doubt that, the 
multiple roles of some of the NER factors beyond 
the classic DNA repair context could help to fur-
ther understand the cause of NER neuropatholo-
gies and lead to targeted therapeutic strategies.
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Proliferation

NER 
Functional

Environmental and endogenous genotoxic stress

Cancer

Tissue
homeostasis

A Adult stem cell

Differential
Progenitor Cell

Adult stem cell

Differential
Progenitor Cell

Cancer
stem cell

Cell Cycling

Accumulated
Mutation

Cancer
Stem Cell

quiescence

Impaired
NER

Degeneration

Adult stem cell

Apoptosis
Telomere erosion

Senescence
Ageing

Stem Cell
Exhaustion

Transcription-replication problems
“one-hit“ cell death

Differentiated Cell

Suicide

B C

Fig. 2.2 (a) Genotoxic stress is managed by functional NER in normal cells. The consequences of impaired NER on 
exposed cells balance between cancer (b) and Degeneration (c) depending on endogenous and exogenous parameters
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2.3.1.1  Neuropathologies Derived 
from Misregulation 
of Transcription

Several lines of evidence support a crucial role of 
CSB in both RNA pol II [54–59] and RNA pol I 
mediated transcription [60, 61]. Apart from CSB 
and the basal transcription factor TFIIH, other 
NER components have been shown to have a role 
in RNA pol II transcription among them XPG 
[15, 62] and CSA [63]. Similar to CSB, TFIIH 
components, XPB and XPD, as well as XPG, but 
also CSA have been shown to be important for 
RNA pol I transcription and mutations in these 
NER factors result in reduction of rRNA synthe-
sis [60, 64, 65]. These observations could provide 
a link between the molecular defects caused by 
the absence of any of these factors and the pheno-
type in CS or XP/CS patients. For example, 
defects in RNA pol I transcription will severely 
impair ribosome synthesis, which is fundamental 
for normal growth rate and neurodevelopment. 
Thus, a number of phenotypic neurological char-
acteristics of CS patients, such as dysmyelin-
ation, microcephally and abnormal development 
of the brain, could be indirect consequences of 
such dysfunctions [28].

Interestingly, CSB has been shown to be 
necessary for the trans-differentiation of fibro-
blasts to neurons. Indeed, absence of CSB affects 
the expression of more than 1200 genes in human 
fibroblasts, many of which are related to neural 
development [66]. A follow-up study [67] pointed 
that the abnormal neurotrophin signaling could 
be the cause of defective neurogenesis in CSB 
patients.

2.3.1.2  The Transcription/Replication 
Collision Problem 
in Neuropathology

Many disorders caused by aberrant response to 
replication stress are characterized by growth 
failure and neurological problems [68]. In line 
with this, it has been shown that NER factors 
(endonucleases XPF and XPG) require CSB in 
order to process R loops resulting in DSB forma-
tion and trigger of DDR [69]. An R-loop is a 
three-strand nucleic acid structure and consists of 
an RNA-DNA hybrid plus a displaced ssDNA. R 

loops are naturally occurring and are considered 
to be byproducts of transcription activity [70]. In 
a recent study, which identifies and characterizes 
interacting partners of a tagged CSB [71], CSB 
was found to be co-purified with topoisomerase I 
(Topo I). Loss of Topo I has been linked to 
increased R-loop formation and increased inter-
ference between transcription and replication 
[72, 73]. Thus, an important role for CSB could 
be to recruit topo I at sites of R-loop formation or 
to facilitate its action by proper chromatin remod-
eling at the respective genomic sites. In the brain, 
increased genotoxic stress could be sufficient to 
facilitate R-loop formation as RNAPII will be 
stalled during repair of bulky lesions [13, 74].

Finally, R-loops could act as a barrier for rep-
lication fork progression leading to replication 
stress and genomic instability, factors that pro-
mote cancer formation [68, 75, 76]. Nonetheless, 
as mentioned before, during neurogenesis there 
are high rates of DNA replication. Also, even 
though the vast majority of mature brain cells do 
not replicate, there are regions in the adult brain 
where neuronal progenitor replication still occurs 
such as hippocampus and lateral ventricle [77]. 
Thus, neuronal cells ability to resolve possible 
transcription/replication collisions coordinated 
by the actions of a functional TC-NER machin-
ery in the early stages of neural development, but 
also in the adult life may be critical for proper 
development of neuronal system.

2.3.1.3  Autophagy 
and Neurodegeneration

The word autophagy derives from the Greek 
words “auto”, which means “self” and “phagy”, 
which means “eating”. Autophagy is a natural 
occurring regulated cellular process through 
which cellular components such as proteins or 
even whole organelles are degraded and recycled. 
This mechanism plays a crucial role in cell homeo-
stasis. Mitochondria are vital cellular organelles 
that, besides their energy-supplying role in the 
cell, have the ability of releasing hazardous 
byproducts (such as ROS). These moieties 
represent a threat for cellular life and stability. 
For this reason, mitophagy -a specialized type 
of autophagy is necessary to remove damage by 

A. Liakos et al.



25

ROS or dysfunctional mitochondria. A striking 
functionality of neurons that rely on autophagy 
impairment has been correlated to neurodegen-
erative disorders such as Alzheimer and Parkinson 
diseases (see review [78]).

Interestingly, CSA and CSB proteins were 
found to be localized to mitochondria upon oxi-
dative stress and to interact with mitochondrial 
proteins [79, 80]. In line with this, primary CS-A 
and CS-B human fibroblasts showed elevated 
levels of ROS productions [81]. Also, CS-B cells 
showed impaired mitophagy and this phenotype 
was rescued using stimulants of autophagy [82]. 
The same abnormality exists also in XP-A as 
well as Ataxia Telengiectasia (AT) cells linking 
neurodegeneration with impaired mitophagy [83].

A number of clinical features observed in CS 
patients are similar to those described for mito-
chondrial diseases [35]. The use of autophagy 
stimulants as therapeutic strategy for CS or XP 
patients seems promising and could lead in better 
management of these diseases [82]. However, the 
exact role of NER proteins in mitochondria and 
the causative link with patients’ clinical features 
is still not clear.

2.3.1.4  Telomere Instability 
as an Ageing “Driver”

The stability of telomeres is vital for genome 
maintenance and NER efficiency in these 
genomic loci is expected to guarantee chromo-
somal integrity. However, the existing literature 
complicates rather than clarifies the role of NER 
in telomeres. While some studies [84] suggested 
that telomeres are less prone to UV lesions when 
compared to the rest of the genome, another 
study suggests that telomeres are hypersensitive 
to UV irradiation [85].

On the other hand, short telomere length has 
been correlated with ageing and neurodegen-
erative disorders [86] and factors such as oxida-
tive stress can enhance telomere shortening. 
Interestingly, CSB was shown to interact with 
TRF2 a component of the telomere protective 
complex Shelterin [87]. The same study supports 
that CS-B cells show telomere shortening and 
deregulation of TERRA expression, a long non- 

coding RNA participating in their maintenance. 
The fact that CS cells show elevated ROS pro-
duction compared to control cells [81] in combi-
nation with the absence of CSB-mediated 
protective interactions in telomeres could lead in 
extensive telomere shortening and thus ageing 
phenotype. Apart from CSB several other NER 
proteins have been associated with a role in telo-
mere maintenance such as ERCC1/XPF, XPB, 
XPD and XPC (see review [88]), however their 
exact role remains unclear.

2.3.1.5  The “One Hit” Model 
Explanation

It has been proposed [28] that, many of the neu-
rological features of CS, as retinal degeneration, 
fit the “one hit” model for inherited neuronal 
degeneration [89]. According to this model, it is 
not the accumulation of damages, which results 
eventually in cell death, but rather cells are con-
stantly more prone to cell death due to certain 
molecular defects (in CS case, aberrant RNA pol 
I and pol II transcription or higher DNA damage 
levels) and a single catastrophic event can trigger 
cell death. Given that each tissue’s microenviron-
ment is different, the events that trigger cell death 
are variable and together could explain the multi-
systemic abnormalities observed in CS and XP 
patients.

2.3.2  From DNA Damage 
to Uncontrolled Cell 
Proliferation (Cancer)

The development of cancer cells benefits from 
stochastic “driver” mutations in proto-oncogenes. 
In this respect, cancer risk is heavily influenced 
by extrinsic factors [90] and erroneous DNA 
repair, due to NER deficiency, is an important 
contributor to carcinogenesis. Understanding the 
nature, the cause, the time of formation and the 
localization of DNA damages that can be repaired 
by NER and defining the correlation between 
DNA damage formation and frequency of muta-
tions in exposed genomes, is therefore an active 
area of ongoing research [2, 91–93].
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2.3.2.1  Monitoring DNA Damage 
and NER Activity

Next-Generation Sequencing (NGS) derived 
technologies have provided new tools to analyze 
the presence and the repair of DNA damages 
by NER in a genome-wide manner. Excision- 
sequencing mapping of dipyrimidine [94] and the 
CPD-seq method [95], which relies on the recog-
nition of CPD sites by the repair enzyme T4 
Endonuclease V, were developed to measure 
NER targeted damage levels in stress exposed 
genomes. Although these studies report single-
nucleotide resolution maps of NER damages, the 
applicability of these techniques to human sam-
ples is still hypothetic. Other techniques, relying 
on immunoprecipitation of pyrimidine dimers, 
can also provide information on the location of 
damages after genotoxic stress, however these 
methods, although applicable in human samples, 
still lack high-resolution [96–98]. Another active 
area of research concerns the monitoring of 
NER- specific repair activity. Two studies demon-
strate how eXcision Repair-sequencing (XR-seq) 
can map excised CPD lesions at single-nucleo-
tide resolution in human cells exposed to UV [99, 
100]. These studies provide valuable information 
that could be used to correlate DNA damage and 
repair signatures with observed mutational signa-
tures in cancer or normal genomes (described in 
detail below).

2.3.2.2  Genetic Consequences of NER 
Deficiency in the Next 
Generation of Cells

Deficient NER directly contributes to increased 
mutagenesis in exposed cells and favors their 
transformation into cancer [2, 93]. It is com-
monly accepted that NER-dependent mutations 
occur when the damaged/unrepaired DNA tem-
plate is miss- replicated. As opposed to normal 
cells that are capable to replicate in an error free 
mode, NER- deficient cells accumulate so many 
damages that they may be forced to favor an 
error-prone pathway [101]. Interestingly, both 
biochemical and genomic studies established that 
CPDs occur with great preference at TpT dipy-
rimidines, followed by TpC, CpT, and CpC [100, 
102, 103]. Nonetheless, early studies on UV 

mutagenicity established that in spite of being a 
major photoproduct, TpT sites do not represent 
mutational hotspots following UV stress. Instead, 
CpC photolesions have been shown to have high 
mutagenicity as confirmed by the high frequency 
of C > T (G > A) mutation in skin tumor samples 
of XP patients [103, 104]. The switch to error-
prone TLS DNA polymerase ζ probably favours 
C > T mutations [93], and in agreement, the inac-
tivation of error-free TLS DNA polymerase η 
that limits the occurrence of these cases leads to 
XP variant (XPV) syndrome, which displays 
hypermutability [26, 105].

2.3.2.3  Range of NER-Associated 
Cancers Is Growing

The discovery that NER protects against skin 
cancer raised almost instantly the question of 
whether its misregulation could possibly contrib-
ute to other types of environmentally induced 
cancer in humans [6]. Indeed, consistent with the 
fact that they raise in “sunlight exposed” tissues, 
skin, head-and-neck or tip-of-the-tongue cancers 
are the most commonly detected in NER-deficient 
patients, and they are related to their inherited 
incapability to deal with UV-stress. However, the 
fact that protection of other genotoxic stress such 
as oxidative stress or cigarette smoke largely 
depends on cell ability to perform NER, one 
could expect that patients with deficiencies in 
NER should also present signs of  oncogenesis in 
internal organs. Little efforts have been made 
sofar in deciphering such occurrences in XP 
patients, most likely because they never appeared 
strikingly. A logic explanation for the prevalence 
of “sunlight”-related cancers consists in the high 
potency of UV radiation to create DNA adducts. 
In turn, the fast and aggressive life-threatening 
character of these carcinomas may precede the 
potential influence of damages/mutations in 
internal organs. In fact, although other types of 
cancers in NER patients have not been recorded 
systematically, interesting cases confirm this pos-
sibility. Three primary internal tumors (a neuro-
endocrine tumor of the thyroid, a gastric 
adenocarcinoma, and a glioma of the brain) were 
found in young XP children. All of them con-
tained one mutation on the p53 gene, which were 
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different from the ones found in patients’ skin 
tumors and could have resulted from unrepaired 
lesions caused by oxidative damage [106]. 
Another early study reported that among the XP 
patients with internal cancer, there was a dispro-
portionate representation of malignant neoplasms 
of the brain (especially sarcomas), and oral cav-
ity (excluding tongue) [107]. Finally, after having 
developed several skin cancers, an XP-B patient 
that was proven to be a heavy smoker also devel-
oped a lung cancer, which led to her death at 
55 years old [27]. Thus, it seems important to 
investigate more carefully the consequences of 
NER impairment in internal organs (see below).

2.3.2.4  Cancer Genomics Identifies 
NER-Dependent Somatic 
Mutation Landscapes

Next-generation sequencing (NGS) approaches 
allowed massive increases in the throughput of 
human genome analyses and have tremendously 
advanced the resolution of somatic mutation 
landscapes. The joined efforts of large consor-
tiums such as The Cancer Genome Atlas (TCGA: 
https://cancergenome.nih.gov/) have brought huge 
expectations for a deeper understanding of both 
the molecular causes and the genetic/epigenetic 
characteristics of a multitude of cancer types. 
Advanced mathematical approaches [91, 108] are 
used to analyze all available genomic DNA 
sequences and allow the precise extraction of 
consensus mutational signatures (check http://
cancer.sanger.ac.uk/cosmic/signatures for a com-
prehensive and updated list of signatures of 
mutational processes detected in Human Cancer). 
Such signatures are determined by the probabil-
ity of each possible base substitution in a trinu-
cleotide context, and are buried within cancer 
genomes. Powerful algorithms are capable of 
“de-mixing” the various mutational patterns that 
result from different mutational processes, which 
have operated through the life for each analyzed 
tissue/tumor. As a result, cancer geneticists are 
now able to distinguish cancers simply by looking 
for characteristics of mutational activities that 
can operate in different tissue types or in different 
environments [109, 110].

In other words, analysis of such somatic muta-
tions catalogues can inform investigators on the 
possible mutagen sources providing insights into 
the mechanisms involved in the mutagenic pro-
cesses that shape tumor DNA (see review [111]). 
In particular, and of interest here, UV light muta-
tional signatures, which are associated to NER 
misfunction (C > T (or G > A on complementary 
strand) mutations, see above for molecular rea-
sons) or tobacco smoke (C > A (or G > T on com-
plementary strand) guanine substitutions occurring 
after exposure to benzo[a]pyrene contained in 
tobacco smoke) were detected in skin and lung 
cancers genomes [112, 113] and were assigned 
number 7 and 4, respectively [91] (Fig. 2.3).

Interestingly, these signatures showed strong 
transcriptional strand bias (as marked in Fig. 2.3) 
with less mutations on the transcribed strand 
than on the non-transcribed strand [112, 113]. 
Transcription activity and operation of TC-NER 
pathway were thus proposed to be directly 
involved in the generation of these signatures 
[91]. Accordingly, these signatures show a lower 
rate of mutagenesis in gene bodies as compared 
to intergenic regions.

It is thus evident that cancer genome sequenc-
ing offers great investigative power as a means to 
not only map mutation events, but also to under-
stand the clinical prospects associated with this 
technology. Comparative diagnosis of tumor and 
normal biopsies can reveal where a specific repair 
activity has occurred (and potentially, has not), 
which were the repair processes that operated for 
years before the cancer became symptomatic, 
and what possible carcinogens promote a given 
cancer. In this way, novel mutational asymme-
tries such as (T > C vs. A > G) could prove to be 
NER-associated mechanisms of mutagenesis in 
liver cancer [92].

Mutation analyses also uncovered a reduced 
local mutation density within regulatory DNA, 
which was shown to depend on intact NER machin-
ery, as cancers with NER mutations accumulate 
more mutations in regulatory regions [114]. 
Similarly, it was demonstrated that low mutation 
rate around transcription start site in squamous cell 
carcinoma (SCC) depends on intact XPC activity 
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[115]. Finally, in light of the findings that epigene-
tic silencing of DNA repair genes could be suffi-
cient to promote tumorigenesis [116], we anticipate 
that looking for differences in mutational signa-
tures and correlate them to mutational status in epi-
genetic genes or to epigenetic maps could advance 
our knowledge on the exact influence of chromatin 
reorganization in DNA repair.

Importantly, we note that the bioinformatics 
algorithms are particularly discriminative and 
can distinguish between C > T mutations that 
occurred because of the lack of NER operation or 
because of other activities like C deamination at 
CpGs [91]. Also, as mentioned above, they can 
be used to discover new signatures that fit NER 
or TC-NER specificity. For instance, the tran-
scriptional bias in mutation profiles such as the 
one of Aflatoxin adducts on guanine (signature 
24 (C > A or G > T) and Aristolochic Acid adducts 

on Adenine (Signature 22 (T > A or A > T)) 
(http://cancer.sanger.ac.uk/cosmic/signatures) 
could help to understand the reasons leading to 
liver or renal pelvis tumors (Fig. 2.3). All the sig-
natures in Fig. 2.3 present a transcription bias 
that is compatible with increased NER efficiency 
via TC-NER. However, this bias does not neces-
sarily imply that the cells are NER-deficient. 
Rather bursts of genotoxic stress might have 
overwhelmed them, leaving unrepaired lesions in 
an expected unbalanced manner, due to TC-NER 
improved yield vs GG-NER.

Cancer Genomics Identifies NER Somatic 
Mutations
An early report claimed the absence of mutations 
in NER genes in sporadic solid tumors possibly 
because their many other essential cellular func-
tions outside NER could favor a negative selec-

subset of Liver cancers

Urothelial (renal pelvis) carcinoma
liver cancers

skin cancers
cancers of the lip
(categorized as:
head and neck
or oral squamous cancers)

only in one single
liver cancer sample

NER Associated Signatures

head and neck cancer
liver cancer
lung adenocarcinoma
lung squamous carcinoma
small cell lung carcinoma
oesophageal cancer

Known Exposure/Aetiology

tobacco carcinogens
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causing adducts on guanine)
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gingivo-buccal oral
squamous cell carcinoma
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Fig. 2.3 Mutational signatures recorded in various can-
cer genomes as extracted from COSMIC database show 
transcription strand bias (blue T boxes) and NER specific 
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tobacco smoking
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tion process where cells would commit to cell 
death before being able to transform [117]. 
However, more recent studies performed with 
higher resolution point in the other direction. As 
mutations accumulate steadily in tissues that get 
older (see review for details [118]), acquired 
somatic mutations can rise within NER genes 
for patients that did dot inherit NER defects 
from birth. In turn, in these cells, lack of profi-
cient NER facilitates carcinogenesis [2, 93]. 
Accordingly, enrichment of signature 5 that 
exhibits transcriptional strand bias for T > C sub-
stitutions was found in bladder cancers harboring 
inactivating mutations in ERCC2 [119]. Polak 
and coworkers reported that 9 out of 29 (~30 %) 
studied melanoma genomes harbored nonsynon-
ymous mutations in NER genes [114]. In particu-
lar, they identified a mutation in CETN2, a 
protein known to recognize DNA distortions in 
GG-NER preferentially, and showed accordingly 
an intact strong suppression of mutations in tran-
scribed regions. In sharp contrast, genomes car-
rying mutations in important core NER subunits, 
XPG/ERCC5 and XPF/ERCC4, showed high 
mutation density also in transcribed regions, 
demonstrating that defects in both TC-NER and 
GG-NER cancels mutation landscape heteroge-
neities and as expected they significantly increase 
mutagenesis. As explained below, the latter could 
be used as a therapeutic means. An interesting 
review by Dietlein and coworkers, explains how 
in general genes involved in different DNA 
damage repair pathways are frequently altered in 
cancer, and highlights accumulated inactivating 
somatic mutations within NER pathway in pros-
tate cancer [49]. In addition, a DDB1 mutation 
was reported in diffuse large B-cell lymphomas 
[120], and a recent study inquiring the mutational 
landscape of DNA repair genes in cancer reports 
that CSB mutations are acquired in lung, breast 
and skin tumors, and that, among others, ERCC2, 
LIG1 and POLE are also frequently mutated in 
various cancers [121]. These results should be 
put in perspective with the findings that CSB 
repair factor is overexpressed in cancer cells to 
increase apoptotic resistance and promote tumor 
growth [122].

2.3.2.5  NER-Linked Molecular Defects 
Leading to Cancer

Transcription-Replication Collisions 
and Cancer
Impaired NER and TC-NER activity can leave 
unprocessed repair bubbles that represent barriers 
to replication fork progression. For instance, can-
cer genomic analyses in correlation with NER 
activity mapping demonstrated that late-repaired 
regions are associated with a higher level of cancer- 
linked mutations [99]. In line with this, human 
mutation rate has been shown to correlate with 
DNA replication timing [92, 123]. Increased fre-
quency of transcription-replication collisions can 
overwhelm the cell, and increase DNA DSB, rear-
rangements, chromosome fusions, which are all 
features known to promote carcinogenesis [124].

Autophagy and Cancer
It was recently shown that deficiency in autoph-
agy reduces XPC expression and inhibits DDB2 
recruitment at damage sites [125]. Authors 
hypothesized that as XPC and DDB2 are key 
players for damage recognition by GG-NER 
pathway, this abnormality could result in 
decreased DNA repair, accumulation of muta-
tions and cancer development. Indeed, pharma-
cological inhibition of autophagy induced skin 
carcinogenesis in mice. It would be interesting to 
test if whether UVRAG, an inducer of autophagy 
[126], which is known to help in recruiting NER 
via its association with DDB1 at damage sites to 
protect cells against UV irradiation [127] is 
involved in this process.

Although autophagy role in cancer is contro-
versial [128], it seems that autophagy deregula-
tion represents a bridge between cancer and 
neurodegeneration and that the crosstalk between 
NER proteins and autophagy has a clear protec-
tive role against both diseases. Further research 
in this field could uncover the exact mechanisms 
through which this crosstalk is mediated and a 
possible evaluation and targeting of NER pro-
teins as regulators of autophagy could lead to 
specific treatment strategies against cancer and 
neurodegeneration.
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2.4  NER Proteins as Markers 
and Targets for Personalized 
Therapeutics

Following the recent discoveries showing that 
DNA-repair deficiency is correlated to better 
prognosis in cancer, researchers and clinicians 
began to see DNA repair pathways as “Achille’s 
heel of cancer” [129]. Together they have intensi-
fied efforts to develop biomarkers in DNA repair 
pathways to predict tumor response to therapy. In 
other words, deep-sequencing-based genetic 
diagnosis should be used to detect if, and which, 
genetic alterations in the DNA repair pathways 
are altered in each tumor to be treated. In parallel, 
the mapping of characteristic mutations in all 
sorts of cancer genomes (see above) of specific 
mutational landscapes and signatures should fur-
ther inform on the potential status of DNA repair 
capabilities in specific tumors. This approach 
could help in predicting which DNA repair 
pathway could be affected in each patient and 
could be correlated to their clinical history. Along 
with revolutionary single-cell analyses techniques, 
researchers can also start to disentangle genetic 
heterogeneities of tumors and to understand 
cell-type specific genotype-phenotype relation-
ships that must be well apprehended to maximize 
therapeutic target specificity. Overall, such strate-
gies are still under development and will con-
tinue to facilitate customizing treatment for each 
patient. In turn, such precise and personalized 
medicine should limit the occurrence of unre-
sponsive treatments. In case that a drug will ben-
efit from a DNA-repair deficient environment, 
the doses to apply will be lower and this could 
limit known secondary of current anti-cancer 
drugs, which remain generally very uncomfort-
able to the patients. In addition to this therapeutic 
avenue, and in situations were patients do no not 
show repair deficiencies, the identification of 
potent DNA repair inhibitors could be used in 
synthetic-lethal combination therapies to artifi-
cially create an environment beneficial for the 
primary drug and guarantee better patient survival 
and quality of life (see also reviews for deeper 

understanding) [49, 130, 131]. As explained, 
impairment or deregulation of NER components 
predisposes cells to various diseases ranging 
from neuropathology to cancer. Nonetheless, at 
the same time, and as mentioned earlier, somati-
cally acquired NER inhibition would offer oppor-
tunities in cancer management [2, 49, 131].

2.4.1  NER-Dependent p53 Loss-of- 
Function Facilitates Cancer 
Stem Cells Development

The molecular and cellular bases of tumor cell 
birth are intimately linked to NER activity. In the 
case of transformed cancer cells, important DNA 
damage response (DDR) checkpoints have been 
bypassed to allow tumour cell initiation, and pro-
liferation. Hotspots of somatic mutations in key 
players ruling the cancer Stem Cell (CSC) theory, 
such as p53, are observed in about 25% of the 
human cancers [132], and justify its name 
“tumor-suppressor gene”. p53 normal function 
imposes an essential barrier to CSC formation as 
it coordinates DDR in general and in particular 
its function is required for NER [133]. The gene 
TP53 shows similar mutation spectra across 
different cancer types. The patterns of mutation 
were associated with known carcinogens such as 
the one we described above: UV light and tobacco 
smoke. These result in high frequency of C > T, 
and C > A substitutions respectively in p53 
 coding sequence [134]. Guaranteeing normal tis-
sue homeostasis and coordinating adult stem 
cells (ASC) stock regeneration, p53 helps in tis-
sue regeneration after injuries and coordinates 
the molecular regulation of stem cell quiescence 
[135, 136]. Therefore, NER deficiency driven 
mutations in p53 promotes the onset of a wide 
variety of cancers due to the multiplication of 
CSCs in an uncontrolled manner [136, 137]. 
Combining these observations with the fact that 
CSCs can acquire the potential to migrate, and 
therefore establish a metastasis, and with the 
discovery that CSCs are resistant to chemother-
apy and radiation [138], one can anticipate that 
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CSC- rich tumors are associated with aggres-
sive disease and poor prognosis. Thus, lack of 
efficient surveillance by NER is critical in the 
initiation of this “dark” path. Proliferating CSCs, 
which have developed resistance to DNA damage 
accumulate mutations at a fast rate and these are 
transferred to the next generation of self-renew-
ing or differentiating cells [139]. In this vicious 
circle, p53 mutations accumulate with continued 
exposure to carcinogens, and cells acquire 
increasing resistance to apoptosis.

Interestingly, p53 restoration in CSCs has 
shown some therapeutic efficacy as it can sup-
press tumor growth. Nonetheless, these effects 
could be limited by the lack of tumor regression in 
p53 missense mutations genetic background, 
which could produce a dominant-negative effect 
[140, 141]. Nonetheless, as described below pos-
sibilities of combinatorial approaches with tradi-
tional cancer therapies aiming at the bulk of the 
tumor could be promising avenues to reduce 
tumor size. For instance, p53-based differentiation- 
inducing therapies can target CSCs that tend to 
remain in a dormant state and are not sensitive to 
chemo or radiation therapies [142].

2.4.2  Ways to Improve Therapy 
Efficiency

2.4.2.1  Differential Background 
of Accumulated Damages 
in Healthy and Cancer Cells

Although responses to traditional DNA-damaging 
anticancer therapy are limited in CSC rich 
tumors, the possibility to specifically target the 
differences in DNA repair capacity between nor-
mal and tumor cells is exciting. If CSCs and their 
progeny have accumulated high background lev-
els of somatic mutations [143], promoting even 
more DNA damages in a context where these 
cells cannot rely on DDR can increase the 
chances that these cells reach a point of “no- 
return” before their neighbor normal cells. 
Indeed, normal cells rely on their proficient repair 
system, which contributes to maintain an overall 
lower mutation burden during their lifetime.

2.4.2.2  Increasing the Probability That 
NER Fails to Help Cancer Cells 
to Survive

The biomedical field seems to be rushing towards 
the investigation of novel markers of DNA repair 
pathways and apply focused efforts to identify 
potential drugable DNA repair targets [131]. 
Inhibition of NER in a personalized manner 
depending on patients’ DNA repair abilities holds 
great promises for cancer therapy, especially con-
sidering that acquired tumor resistance to chemo-
therapy could be due to over expression of the 
NER elements [144]. Mouw and coworkers ana-
lyzed the frequency of mutations in NER genes in 
several solid tumor types [145]. They suggested 
the presence of underlying NER genes alterations 
in several epithelial cancer genomes including the 
ones of bladder, colorectal and renal cancers, and 
conclude that additional genomic studies may 
identify clinical contexts in which NER pathway 
alterations could be used to inform therapy selec-
tion. In fact, it would be interesting to study the 
contribution of all NER genes polymorphisms to 
cancer probability and test whether their associ-
ated drug efficacy could increase prognosis of 
certain cancers (reviewed in [146]). We list below 
some of the various promising markers and NER-
related inhibitors that could be used in combina-
tion with established anti-cancer agents such as 
platinum- based drugs that damage DNA deliber-
ately, but usually suffer from the counteracting 
effects of functional NER.

2.4.3  NER-Specific Synthetic 
Lethality Approaches

Synthetic lethality strategy aims to artificially 
achieve defects in two different genes or path-
ways which together result in cell death.

Cisplatins are alkylating agents that form intra 
strand crosslinks in DNA, as well as DNA-protein 
crosslinks, which are predominantly repaired via 
NER. Cisplatin can induce cell cycle arrest and 
cell death via various pathways [147] and it has 
been used for decades as an anticancer drug in 
many tumors such as testicular, ovarian, bladder 
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and lung cancers. Nevertheless, the discovery of 
the molecular mechanisms of tumour resistance 
to these drugs and combination studies with resis-
tance modulators brings back these chemothera-
peutics at the centre of the cancer stage [148].

The increased sensitivity of XP-patients 
derived cells to cisplatin treatment revealed that 
NER pathway is implicated in the repair of cis-
platin lesions [149]. Following this stepping-
stone discovery, both NER and cancer fields 
intensified efforts to characterize more precisely, 
which impaired functionalities of NER pathway 
affect cancer cells. For example, compromised 
NER activity is frequent in several solid tumor 
types, and the assessment of XPG expression 
levels may be a useful marker to predict tumour 
sensitivity to the alkylating agent Irofulven [150]. 
In an attempt to personalize cancer therapy and 
take advantage of these observations, develop-
ment of assays that could measure directly NER 
capacity of tumor samples have been performed 
[151], but optimization of these test is needed 
before routine clinical application. NGS 
approaches will be very useful for the diagnosis 
of uncommon NER related disorders [152]. By 
extension, NER deficiency could be monitored by 
signature changes or by somatic mutations in 
NER genes in tumor cells (see above). Thorough 
analysis of recently established, or yet to come, 
high-resolution cancer mutational profiles will 
help in this direction.

Inhibiting artificially NER can boost the effi-
ciency of treatment, and prior knowledge of 
tumor repair capacity for each patient will lead to 
better planning of anti-cancer strategies. As 
detailed below, an increasing number of mole-
cules of the NER pathway has been studied for 
their role in cisplatin therapy and response.

2.4.3.1  XPA-XPF/ERCC1
Early efforts to identify inhibitors that can disrupt 
XPA-XPF/ERCC1 interaction demonstrated 
promising results [153, 154]. Furthermore, tumors 
with low ERCC1 expression have been correlated 
to better responses in cisplatin treatment for vari-
ous types of cancer as testicular [155, 156], ovar-
ian [157] and non-small cell lung [158] cancers. 
XPA expression is associated with ovarian cancer 

[159]. Corroboratively, increased XPA levels have 
been correlated with cisplatin chemoresistance in 
non-small cell lung cancer [160] and lung cancer 
cell lines [161]. Nonetheless, XPA levels did not 
correlate with sensitivity to cisplatin treatment in 
testicular germ cell tumors [155].

2.4.3.2  XPF/ERCC1
Downregulation of XPF/ERCC1 complex through 
RNA interference resulted in increased cisplatin 
toxicity for various cancer cell lines [162]. Recently 
small molecule inhibitors that target XPF/ERCC1 
complex have been identified and efficiently tested 
[163]. Moreover, low XPF expression in head-
and-neck cancer patients is associated with better 
response to chemo- radiotherapy, while high XPF 
expression correlates with a worse response [164].

2.4.3.3  RPA
Apart from breaking NER protein-protein interac-
tions, NER related cancer strategies, have also 
focused on protein-DNA interactions as many 
members of NER machinery show a direct bind-
ing to DNA. Inhibitors of RPA-DNA interactions 
were identified [165] and further studies led to the 
identification of TDRL-505, an inhibitor of RPA 
binding affinity, which prevents cell cycle pro-
gression and increases the efficiency of anticancer 
drugs in vitro [166]. Also, an analogue of TDRL-
505, named TDRL-551, showed promising results 
in combinatorial platinum based therapy against 
ovarian and Non-small cell lung cancer [167].

2.4.3.4  ERCC2 (XPG)
In line with the idea that more NER-related con-
ditions can impact cancer therapeutics, a study 
showed that ERCC2 loss-of-function correlates 
with cisplatin sensitivity of human cells [168] 
and on the contrary, ERCC2 overexpression 
leads to cisplatin resistance [169]. In a recent 
study, Van Allen and co-workers [170] reasoned 
that tumors with loss of ERCC2 function may 
exhibit increased cisplatin sensitivity and they 
took advantage of the observation that somatic 
ERCC2 mutations were found in a significant 
percentage of urothelial carcinomas [171, 172]. 
They performed whole-exome sequencing (WES) 
of urothelial carcinoma tumors from patients 
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with extreme responses to cisplatin-based che-
motherapy. By comparing tumour sequences to 
patient respective germ-line ERCC2 sequence, 
they identified 9 de novo mutations in ERCC2, 
probably caused by environmental stress, which 
were acquired during these patients’ life. The 
study concludes that ERCC2 loss-of-function 
mutations correlates with cisplatin sensitivity 
and can help to treat urothelial carcinoma. 
Interestingly, a recent study [119] confirms that 
ERCC2 somatic mutations have strong conse-
quences in urothelial tumors. These findings 
further explain how driver events may increase 
the frequency of a tobacco-related mutational 
signature, thus highlighting the role of NER in 
shaping tumor mutational landscape.

2.4.3.5  CSB (ERCC6)
A specific ERCC6-Q524* mutations was recently 
found to inhibit NER efficiency and sensitize 
cells to cisplatin [173]. In contrast, and as men-
tioned above, CSB repair factor encoded by 
ERCC6 has been found to be overexpressed in 
cancer cells [122]. In this way, damaged cancer 
cells may need to boost their TC-NER activity to 
cope with accumulated stress such as oxidation, 
especially in transcribed regions, and avoid 
transcription- replication collisions that could 
precipitate their apoptosis (see above). Another 
study identified colorectal carcinomas of an 
undefined genetic basis with variants in WRN 
and ERCC6 that reduce capacity for repair of 
DNA DSBs [174]. Notably, in a very informative 
study looking at many DDR genes, the authors 
investigated the relationship between (i) candi-
date gene mutation co-occurrence across a panel 
of 19,689 tumor sample, (ii) clinical outcomes, 
(iii) the tumours mutation burden as evaluated in 
TCGA and COSMIC databases. They report that 
ERCC6-mutated tumors display a significantly 
higher mutational burden than overall melanoma, 
compatible with the lack of active TC-NER pre-
venting mutation accumulation. In addition, 
ERCC6 was found among the 20 top mutated 
genes in 3 different cancers with somatic changes 
in 1.8% of lung cancers, 1.1% of breast cancers 
and 3.9% of skin cancers [121].

2.4.3.6  TFIIH
It is known that cancer cells viability requires 
increased levels of transcription and several NER 
proteins play a role in transcription regulation. 
Based on the above, targeting of NER factors that 
play a role in both repair and transcription could 
be extremely beneficial in anti-cancer treatment. 
For instance, TFIIH relies on XPB and XPD for 
transcription initiation and Excision repair. 
Triptolide (Trp) is an inhibitor of the ATPase 
activity of XPB and thus leads to inhibition of 
TFIIH mediated transcription and repair [175]. 
Indeed, Trp induces death in multidrug resistant 
tumor cells [176]. Although its toxicity repre-
sents a real disadvantage [177], analogues of this 
drug could be tested and used for clinical applica-
tion. However, a more promising approach could 
rely on a recent study that identified, in a small 
molecule screen, SP to be an inhibitor of NER, 
which induces the degradation of TFIIH and the 
chemosensitization of tumor cells to two plati-
num derivatives [178].

2.4.4  Other NER-Related 
Personalized Therapeutic 
Approaches

NER pathway alterations could also render 
tumors susceptible to the very promising antican-
cer immunotherapies. For instance, in non-small 
cell lung cancer, it was reported that a high 
somatic mutation burden correlates with better 
clinical outcomes from anti-PD-1/PD-L1 therapy 
[179]. This study shows that in two independent 
patient cohorts, the treatment efficacy of pembro-
lizumab, an antibody targeting programmed cell 
death-1 (PD-1), was associated with a higher 
number of mutations detected in the sequenced 
tumors. It is likely that, the production of a large 
set of immunogenic altered proteins, occurs when 
NER or other DNA repair pathways are not 
functional, and this could facilitate cancer cells 
clearance by the immune system that is unleashed 
by PD-1/PD-L1 blockade.

Finally, NER-deficient tumors are also partic-
ularly sensitive to cell cycle checkpoint inhibitors 
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of the ATR-CHK1-WEE1 pathway, many of 
which are under clinical trial evaluation [145].

2.4.5  Limited Therapeutical 
Prospects for Neurological 
Conditions

Overall, NER alterations emerged as attractive 
biomarkers to define a subset of tumors or 
patients that are or could be sensitive to a wide 
range of cancer agents. Studies discussed here 
and future studies should inform more precisely 
on clinical contexts in which NER pathway alter-
ations could be used to decide on patient-specific 
therapy selection. Nonetheless, therapeutical 
prospects in neurological conditions rising from 
NER impairment seem very poor in comparison. 
As explained above, neurodevelopmental dis-
eases rise from abnormalities occurring during 
early development and have been considered irre-
versible in adulthood, but a recent review [180] 
points to results obtained in mice using targeted 
pharmacological treatments in combination with 
regimes of training that might alleviate or reverse 
the symptoms even after the end of critical devel-
opmental periods. As far as XP patients that only 
display neurodegenerative phenotypes, the use of 
stem-cell therapy approaches could represent a 
promising solution, however the technology is 
still at its infancy [181].

2.5  Conclusions

Great advances have been made in our under-
standing of NER molecular mechanisms and the 
versatile functions of its components in different 
environments. Acknowledging these important 
parameters will contribute to the characterization, 
cellular diagnosis and clinical management of 
NER related pathologies. Up to date technologi-
cal achievements now provide a better basis to 
further translate basic knowledge of fundamental 
biological processes to clinical applications.

Most current standard-of-care oncology thera-
peutic options limit tumour growth via lowering 

its proliferation or vascularization, but have lim-
ited effects on CSCs. Recent progress in under-
standing how cancer cells bypass normal cellular 
rules could help in repurposing already available 
drugs, which were originally designed to shut- 
down non-cancer related processes. Evidently, a 
better understanding of the biological impact of 
potential NER inhibitors should facilitate the 
development of optimal synthetic lethal combi-
nations, that force to switch off DNA repair and 
increases the overall level of damages accumu-
lated in rapidly multiplying cancer cells. This 
approach represents a very promising therapeutic 
avenue and will improve, not only personalized 
treatment of NER syndrome patients with cancer, 
but also patients with cancer in general.

References

 1. Jackson SP, Bartek J (2009) The DNA-damage 
response in human biology and disease. Nature 
461:1071–1078

 2. Marteijn JA, Lans H, Vermeulen W, Hoeijmakers 
JHJ (2014) Understanding nucleotide excision repair 
and its roles in cancer and ageing. Nat Rev Mol Cell 
Biol 15:465–481

 3. Roos WP, Thomas AD, Kaina B (2015) DNA dam-
age and the balance between survival and death in 
cancer biology. Nat Rev Cancer 16:20–33

 4. Roos WP, Kaina B (2006) DNA damage-induced cell 
death by apoptosis. Trends Mol Med 12:440–450

 5. Jeggo PA, Pearl LH, Carr AM (2016) DNA repair, 
genome stability and cancer: a historical perspective. 
Nat Rev Cancer 16:35–42

 6. Nouspikel T (2009) DNA repair in mammalian cells: 
nucleotide excision repair: variations on versatility. 
Cell Mol Life Sci 66:994–1009

 7. Scharer OD (2013) Nucleotide excision repair in 
eukaryotes. Cold Spring Harb Perspect Biol 5:a012609

 8. Hanawalt PC, Spivak G (2008) Transcription- 
coupled DNA repair: two decades of progress and 
surprises. Nat Rev Mol Cell Biol 9:958–970

 9. Gillet LCJ, Schärer OD (2006) Molecular mecha-
nisms of mammalian global genome nucleotide 
excision repair. Chem Rev 106:253–276

 10. Scrima A et al (2008) Structural basis of UV DNA- 
damage recognition by the DDB1–DDB2 complex. 
Cell 135:1213–1223

 11. Tang J, Chu G (2002) Xeroderma pigmentosum 
complementation group E and UV-damaged DNA- 
binding protein. DNA Repair 1:601–616

 12. Spivak G (2016) Transcription-coupled repair: an 
update. Arch Toxicol 90:2583–2594

A. Liakos et al.



35

 13. Vermeulen W, Fousteri M (2013) Mammalian 
transcription- coupled excision repair. Cold Spring 
Harb Perspect Biol 5:a012625

 14. Compe E, Egly J-M (2016) Nucleotide excision 
repair and transcriptional regulation: TFIIH and 
beyond. Annu Rev Biochem 85:265–290

 15. Ito S et al (2007) XPG stabilizes TFIIH, allowing 
transactivation of nuclear receptors: implications for 
Cockayne syndrome in XP-G/CS patients. Mol Cell 
26:231–243

 16. Staresincic L et al (2009) Coordination of dual inci-
sion and repair synthesis in human nucleotide exci-
sion repair. EMBO J 28:1111–1120

 17. Lehmann AR (2011) DNA polymerases and repair 
synthesis in NER in human cells. DNA Repair 
10:730–733

 18. Ogi T et al (2010) Three DNA polymerases, recruited 
by different mechanisms, carry out NER repair syn-
thesis in human cells. Mol Cell 37:714–727

 19. Moser J et al (2007) Sealing of chromosomal DNA 
nicks during nucleotide excision repair requires 
XRCC1 and DNA ligase IIIα in a cell-cycle-specific 
manner. Mol Cell 27:311–323

 20. Smerdon MJ, Lieberman MW (1978) Nucleosome 
rearrangement in human chromatin during 
UV-induced DNA- repair synthesis. Proc Natl Acad 
Sci U S A 75:4238–4241

 21. Peterson CL, Almouzni G (2013) Nucleosome 
dynamics as modular systems that integrate DNA 
damage and repair. Cold Spring Harb Perspect Biol 
5:a012658

 22. Cleaver JE, Lam ET, Revet I (2009) Disorders of 
nucleotide excision repair: the genetic and molecular 
basis of heterogeneity. Nat Rev Genet 10:756–768

 23. Kraemer KH et al (2007) Xeroderma pigmentosum, 
trichothiodystrophy and Cockayne syndrome: a com-
plex genotype-phenotype relationship. Neuroscience 
145:1388–1396

 24. Rapin I (2013) Handbook of clinical neurology 
(Dulac O, Lassonde M, Sarnat H, eds), vol 113. 
Elsevier, pp 1637–1650

 25. Bradford PT et al (2011) Cancer and neurologic 
degeneration in xeroderma pigmentosum: long term 
follow-up characterises the role of DNA repair. 
J Med Genet 48:168–176

 26. Masutani C et al (1999) The XPV (xeroderma pig-
mentosum variant) gene encodes human DNA poly-
merase eta. Nature 399:700–704

 27. Fassihi H et al (2016) Deep phenotyping of 89 xero-
derma pigmentosum patients reveals unexpected 
heterogeneity dependent on the precise molecular 
defect. Proc Natl Acad Sci 113:E1236–E1245

 28. Brooks PJ (2013) Blinded by the UV light: how the 
focus on transcription-coupled NER has distracted 
from understanding the mechanisms of Cockayne syn-
drome neurologic disease. DNA Repair 12:656–671

 29. Cockayne EA (1936) Dwarfism with retinal atrophy 
and deafness. Arch Dis Child 11:1–8

 30. Cockayne EA (1946) Dwarfism with retinal atrophy 
and deafness. Arch Dis Child 21:52–54

 31. Neill CA, Dingwall MM (1950) A syndrome resem-
bling progeria: a review of two cases. Arch Dis Child 
25:213–223

 32. Kleijer WJ et al (2008) Incidence of DNA repair 
deficiency disorders in western Europe: xeroderma 
pigmentosum, Cockayne syndrome and trichothio-
dystrophy. DNA Repair 7:744–750

 33. Lehmann AR (1982) Three complementation groups 
in Cockayne syndrome. Mutat Res Mol Mech 
Mutagen 106:347–356

 34. Tanaka K, Kawai K, Kumahara Y, Ikenaga M, 
Okada Y (1981) Genetic complementation groups in 
Cockayne syndrome. Somatic Cell Genet 7:445–455

 35. Karikkineth AC, Scheibye-Knudsen M, Fivenson E, 
Croteau DL, Bohr VA (2017) Cockayne syndrome: 
clinical features, model systems and pathways. 
Ageing Res Rev 33:3–17

 36. Wilson BT et al (2016) The Cockayne Syndrome 
Natural History (CoSyNH) study: clinical findings 
in 102 individuals and recommendations for care. 
Genet Med 18:483–493

 37. Suzumura H, Arisaka O (2010) In: Ahmad SI 
(ed) Diseases of DNA repair. Springer, New York, 
pp 210–214. doi:10.1007/978-1-4419-6448-9_19

 38. Itoh T, Ono T, Yamaizumi M (1994) A new 
UV-sensitive syndrome not belonging to any com-
plementation groups of xeroderma pigmentosum or 
Cockayne syndrome: siblings showing biochemi-
cal characteristics of Cockayne syndrome without 
typical clinical manifestations. Mutat Res Repair 
314:233–248

 39. Horibata K et al (2004) Complete absence of 
Cockayne syndrome group B gene product gives rise 
to UV-sensitive syndrome but not Cockayne syn-
drome. Proc Natl Acad Sci U S A 101:15410–15415

 40. Nardo T et al (2009) A UV-sensitive syndrome 
patient with a specific CSA mutation reveals sepa-
rable roles for CSA in response to UV and oxidative 
DNA damage. Proc Natl Acad Sci 106:6209–6214

 41. Nakazawa Y et al (2012) Mutations in UVSSA cause 
UV-sensitive syndrome and impair RNA polymerase 
IIo processing in transcription-coupled nucleotide- 
excision repair. Nat Genet 44:586–592

 42. Schwertman P et al (2012) UV-sensitive syn-
drome protein UVSSA recruits USP7 to regulate 
transcription- coupled repair. Nat Genet 44:598–602

 43. Zhang X et al (2012) Mutations in UVSSA cause 
UV-sensitive syndrome and destabilize ERCC6 in 
transcription-coupled DNA repair. Nat Genet 
44:593–597

 44. Fei J, Chen J (2012) KIAA1530 protein is recruited 
by Cockayne syndrome complementation group pro-
tein A (CSA) to participate in Transcription-coupled 
Repair (TCR). J Biol Chem 287:35118–35126

 45. Spivak G (2005) UV-sensitive syndrome. Mutat Res 
Mol Mech Mutagen 577:162–169

2 Nucleotide Excision Repair: From Neurodegeneration to Cancer

http://dx.doi.org/10.1007/978-1-4419-6448-9_19


36

 46. Spivak G et al (2002) Ultraviolet-sensitive syndrome 
cells are defective in transcription-coupled repair 
of cyclobutane pyrimidine dimers. DNA Repair 
1:629–643

 47. Schwertman P, Vermeulen W, Marteijn JA (2013) 
UVSSA and USP7, a new couple in transcription- 
coupled DNA repair. Chromosoma 122:275–284

 48. Oh K-S et al (2006) Phenotypic heterogeneity in the 
XPB DNA helicase gene (ERCC3): xeroderma pig-
mentosum without and with Cockayne syndrome. 
Hum Mutat 27:1092–1103

 49. Dietlein F, Thelen L, Reinhardt HC (2014) Cancer- 
specific defects in DNA repair pathways as targets 
for personalized therapeutic approaches. Trends 
Genet 30:326–339

 50. DiGiovanna JJ, Kraemer KH (2012) Shining a light 
on xeroderma pigmentosum. J Invest Dermatol 
132:785–796

 51. Jeppesen DK, Bohr VA, Stevnsner T (2011) DNA 
repair deficiency in neurodegeneration. Prog 
Neurobiol 94:166–200

 52. Driver JA (2012) Understanding the link between 
cancer and neurodegeneration. J Geriatr Oncol 
3:58–67

 53. McKinnon PJ (2013) Maintaining genome stability 
in the nervous system. Nat Neurosci 16:1523–1529

 54. Balajee AS, May A, Dianov GL, Friedberg EC, 
Bohr VA (1997) Reduced RNA polymerase II tran-
scription in intact and permeabilized Cockayne 
syndrome group B cells. Proc Natl Acad Sci U S A 
94:4306–4311

 55. van den Boom V et al (2004) DNA damage stabi-
lizes interaction of CSB with the transcription elon-
gation machinery. J Cell Biol 166:27

 56. Dianov GL, Houle JF, Iyer N, Bohr VA, Friedberg 
EC (1997) Reduced RNA polymerase II transcrip-
tion in extracts of Cockayne syndrome and xero-
derma pigmentosum/Cockayne syndrome cells. 
Nucleic Acids Res 25:3636–3642

 57. van Gool AJ, van der Horst GT, Citterio E, 
Hoeijmakers JH (1997) Cockayne syndrome: defec-
tive repair of transcription? EMBO J 16:4155–4162

 58. Selby CP, Sancar A (1997) Cockayne syndrome 
group B protein enhances elongation by RNA poly-
merase II. Proc Natl Acad Sci 94:11205–11209

 59. Tantin D, Kansal A, Carey M (1997) Recruitment 
of the putative transcription-repair coupling factor 
CSB/ERCC6 to RNA polymerase II elongation com-
plexes. Mol Cell Biol 17:6803–6814

 60. Bradsher J et al (2002) CSB Is a component of RNA 
Pol I transcription. Mol Cell 10:819–829

 61. Yuan X, Feng W, Imhof A, Grummt I, Zhou Y 
(2007) Activation of RNA polymerase I transcrip-
tion by Cockayne syndrome group B protein and his-
tone methyltransferase G9a. Mol Cell 27:585–595

 62. Lee S-K, Yu S-L, Prakash L, Prakash S (2002) 
Requirement of yeast RAD2, a homolog of human 
XPG gene, for efficient RNA polymerase II tran-

scription: implications for Cockayne syndrome. Cell 
109:823–834

 63. Groisman R et al (2003) The ubiquitin ligase activity 
in the DDB2 and CSA complexes is differentially 
regulated by the COP9 signalosome in response to 
DNA damage. Cell 113:357–367

 64. Assfalg R et al (2012) TFIIH is an elongation fac-
tor of RNA polymerase I. Nucleic Acids Res 
40:650–659

 65. Koch S et al (2014) Cockayne syndrome protein A 
is a transcription factor of RNA polymerase I and 
stimulates ribosomal biogenesis and growth. Cell 
Cycle 13:2029–2037

 66. Wang Y et al (2014) Dysregulation of gene expres-
sion as a cause of Cockayne syndrome neurological 
disease. Proc Natl Acad Sci 111:14454–14459

 67. Wang Y et al (2016) Pharmacological bypass of 
Cockayne syndrome B function in neuronal differ-
entiation. Cell Rep 14:2554–2561

 68. Zeman MK, Cimprich KA (2014) Causes and conse-
quences of replication stress. Nat Cell Biol 16:2–9

 69. Sollier J et al (2014) Transcription-coupled nucleo-
tide excision repair factors promote R-loop-induced 
genome instability. Mol Cell. doi:10.1016/j.
molcel.2014.10.020

 70. Aguilera A, García-Muse T (2012) R loops: from 
transcription byproducts to threats to genome stabil-
ity. Mol Cell 46:115–124

 71. Nicolai S et al (2015) Identification of novel pro-
teins co-purifying with Cockayne Syndrome Group 
B (CSB) reveals potential roles for CSB in RNA 
metabolism and chromatin dynamics. PLoS One 
10:e0128558

 72. El Hage A, French SL, Beyer AL, Tollervey D 
(2010) Loss of topoisomerase I leads to R-loop- 
mediated transcriptional blocks during ribosomal 
RNA synthesis. Genes Dev 24:1546–1558

 73. Tuduri S et al (2009) Topoisomerase I suppresses 
genomic instability by preventing interference 
between replication and transcription. Nat Cell Biol 
11:1315–1324

 74. Sollier J, Cimprich KA (2015) Breaking bad: 
R-loops and genome integrity. Trends Cell Biol 
25:514–522

 75. Groh M, Gromak N (2014) Out of balance: R-loops 
in human disease. PLoS Genet 10:e1004630

 76. Mazouzi A, Velimezi G, Loizou JI (2014) DNA rep-
lication stress: causes, resolution and disease. DNA 
Damage Repair 329:85–93

 77. Ming G, Song H (2011) Adult neurogenesis in the 
Mammalian brain: significant answers and signifi-
cant questions. Neuron 70:687–702

 78. Nixon RA (2013) The role of autophagy in neurode-
generative disease. Nat Med 19:983–997

 79. Aamann MD et al (2010) Cockayne syndrome group 
B protein promotes mitochondrial DNA stability 
by supporting the DNA repair association with the 
mitochondrial membrane. FASEB J 24:2334–2346

A. Liakos et al.

http://dx.doi.org/10.1016/j.molcel.2014.10.020
http://dx.doi.org/10.1016/j.molcel.2014.10.020


37

 80. Kamenisch Y et al (2010) Proteins of nucleotide and 
base excision repair pathways interact in mitochon-
dria to protect from loss of subcutaneous fat, a hall-
mark of aging. J Exp Med 207:379–390

 81. Pascucci B et al (2012) An altered redox balance 
mediates the hypersensitivity of Cockayne syn-
drome primary fibroblasts to oxidative stress: altera-
tions in oxidative metabolism in Cockayne. Aging 
Cell 11:520–529

 82. Scheibye-Knudsen M et al (2012) Cockayne syn-
drome group B protein prevents the accumulation of 
damaged mitochondria by promoting mitochondrial 
autophagy. J Exp Med 209:855–869

 83. Fang EF et al (2014) Defective mitophagy in XPA 
via PARP-1 hyperactivation and NAD+/SIRT1 
reduction. Cell 157:882–896

 84. Kruk PA, Rampino NJ, Bohr VA (1995) DNA dam-
age and repair in telomeres: relation to aging. Proc 
Natl Acad Sci U S A 92:258–262

 85. Rochette PJ, Brash DE (2010) Human telomeres 
are hypersensitive to UV-induced DNA damage and 
refractory to repair. PLoS Genet 6:e1000926

 86. Kota LN et al (2015) Reduced telomere length in 
neurodegenerative disorders may suggest shared 
biology. J Neuropsychiatr Clin Neurosci 27:e92–e96

 87. Batenburg NL, Mitchell TRH, Leach DM, Rainbow 
AJ, Zhu X-D (2012) Cockayne syndrome group 
B protein interacts with TRF2 and regulates telo-
mere length and stability. Nucleic Acids Res 
40:9661–9674

 88. Jia P, Her C, Chai W (2015) DNA excision repair at 
telomeres. DNA Repair 36:137–145

 89. Clarke G et al (2000) A one-hit model of cell 
death in inherited neuronal degenerations. Nature 
406:195–199

 90. Wu S, Powers S, Zhu W, Hannun YA (2015) 
Substantial contribution of extrinsic risk factors to 
cancer development. Nature 529:43–47

 91. Alexandrov LB et al (2013) Signatures of mutational 
processes in human cancer. Nature 500:415–421

 92. Haradhvala NJ et al (2016) Mutational strand asym-
metries in cancer genomes reveal mechanisms of 
DNA damage and repair. Cell 164:538–549

 93. Helleday T, Eshtad S, Nik-Zainal S (2014) 
Mechanisms underlying mutational signatures in 
human cancers. Nat Rev Genet 15:585–598

 94. Bryan DS, Ransom M, Adane B, York K, Hesselberth 
JR (2014) High resolution mapping of modified 
DNA nucleobases using excision repair enzymes. 
Genome Res 24:1534–1542

 95. Mao P, Meas R, Dorgan KM, Smerdon MJ (2014) 
UV damage-induced RNA polymerase II stalling 
stimulates H2B deubiquitylation. Proc Natl Acad 
Sci 111:12811–12816

 96. Powell JR et al (2015) 3D-DIP-chip: a microarray- 
based method to measure genomic DNA damage. 
Sci Rep 5:7975

 97. Teng Y et al (2011) A novel method for the genome- 
wide high resolution analysis of DNA damage. 
Nucleic Acids Res 39:e10

 98. Zavala AG, Morris RT, Wyrick JJ, Smerdon MJ 
(2014) High-resolution characterization of CPD 
hotspot formation in human fibroblasts. Nucleic 
Acids Res 42:893–905

 99. Adar S, Hu J, Lieb JD, Sancar A (2016) Genome- 
wide kinetics of DNA excision repair in relation to 
chromatin state and mutagenesis. Proc Natl Acad Sci 
113:E2124–E2133

 100. Hu J, Adar S, Selby CP, Lieb JD, Sancar A (2015) 
Genome-wide analysis of human global and 
transcription- coupled excision repair of UV dam-
age at single-nucleotide resolution. Genes Dev 
29:948–960

 101. McGregor WG, Wei D, Maher VM, McCormick 
JJ (1999) Abnormal, error-prone bypass of photo-
products by xeroderma pigmentosum variant cell 
extracts results in extreme strand bias for the kinds 
of mutations induced by UV light. Mol Cell Biol 
19:147–154

 102. Mitchell DL, Jen J, Cleaver JE (1992) Sequence 
specificity of cyclobutane pyrimidine dimers in 
DNA treated with solar (ultraviolet B) radiation. 
Nucleic Acids Res 20:225–229

 103. Douki T, Cadet J (2001) Individual determination of 
the yield of the main UV-induced dimeric pyrimi-
dine photoproducts in DNA suggests a high muta-
genicity of CC photolesions †. Biochemistry (Mosc) 
40:2495–2501

 104. Dumaz N, Drougard C, Sarasin A, Daya-Grosjean 
L (1993) Specific UV-induced mutation spectrum 
in the p53 gene of skin tumors from DNA-repair- 
deficient xeroderma pigmentosum patients. Proc 
Natl Acad Sci 90:10529–10533

 105. Stary A, Kannouche P, Lehmann AR, Sarasin 
A (2003) Role of DNA polymerase η in the UV 
mutation spectrum in human cells. J Biol Chem 
278:18767–18775

 106. Giglia G et al (1998) p53 mutations in skin and 
internal tumors of xeroderma pigmentosum patients 
belonging to the complementation group C. Cancer 
Res 58:4402

 107. Kraemer KH, Lee MM, Scotto J (1984) DNA 
repair protects against cutaneous and internal neo-
plasia: evidence from xeroderma pigmentosum. 
Carcinogenesis 5:511–514

 108. Lawrence MS et al (2013) Mutational heterogeneity 
in cancer and the search for new cancer-associated 
genes. Nature 499:214–218

 109. Martincorena I, Campbell PJ (2015) Somatic mutation 
in cancer and normal cells. Science 349:1483–1489

 110. Petljak M, Alexandrov LB (2016) Understanding 
mutagenesis through delineation of mutational signa-
tures in human cancer. Carcinogenesis 37:531–540

 111. Hollstein M, Alexandrov LB, Wild CP, Ardin M, 
Zavadil J (2017) Base changes in tumour DNA have 
the power to reveal the causes and evolution of can-
cer. Oncogene 36:158–167

 112. Pleasance ED et al (2010) A comprehensive cata-
logue of somatic mutations from a human cancer 
genome. Nature 463:191–196

2 Nucleotide Excision Repair: From Neurodegeneration to Cancer



38

 113. Pleasance ED et al (2010) A small-cell lung cancer 
genome with complex signatures of tobacco expo-
sure. Nature 463:184–190

 114. Polak P et al (2013) Reduced local mutation density 
in regulatory DNA of cancer genomes is linked to 
DNA repair. Nat Biotechnol 32:71–75

 115. Perera D et al (2016) Differential DNA repair under-
lies mutation hotspots at active promoters in cancer 
genomes. Nature 532:259–263

 116. Lahtz C, Pfeifer GP (2011) Epigenetic changes of 
DNA repair genes in cancer. J Mol Cell Biol 3:51–58

 117. Mombach JCM, Castro MAA, Moreira JCF, 
Almeida RMCD (2008) On the absence of mutations 
in nucleotide excision repair genes in sporadic solid 
tumors. Genet Mol Res 7:152–160

 118. Alexandrov LB et al (2015) Clock-like muta-
tional processes in human somatic cells. Nat Genet 
47:1402–1407

 119. Kim J et al (2016) Somatic ERCC2 mutations are 
associated with a distinct genomic signature in uro-
thelial tumors. Nat Genet 48:600–606

 120. de Miranda NF et al (2013) DNA repair genes are 
selectively mutated in diffuse large B cell lympho-
mas. J Exp Med 210:1729

 121. Chae YK et al (2016) Genomic landscape 
of DNA repair genes in cancer. Oncotarget 
7(17):23312–23321

 122. Caputo M et al (2013) The CSB repair factor is 
overexpressed in cancer cells, increases apoptotic 
resistance, and promotes tumor growth. DNA Repair 
12:293–299

 123. Stamatoyannopoulos JA et al (2009) Human muta-
tion rate associated with DNA replication timing. 
Nat Genet 41:393–395

 124. Helmrich A, Ballarino M, Nudler E, Tora L (2013) 
Transcription-replication encounters, consequences 
and genomic instability. Nat Struct Mol Biol 
20:412–418

 125. Qiang L et al (2016) Autophagy positively regulates 
DNA damage recognition by nucleotide excision 
repair. Autophagy 12:357–368

 126. Liang C et al (2006) Autophagic and tumour sup-
pressor activity of a novel Beclin1-binding protein 
UVRAG. Nat Cell Biol 8:688–698

 127. Yang Y et al (2016) Autophagic UVRAG promotes 
UV-induced photolesion repair by activation of the 
CRL4DDB2 E3 ligase. Mol Cell 62:507–519

 128. White E (2012) Deconvoluting the context- 
dependent role for autophagy in cancer. Nat Rev 
Cancer 12:401–410

 129. Velic D et al (2015) DNA damage signalling and 
repair inhibitors: the long-sought-after achilles’ heel 
of cancer. Biomol Ther 5:3204–3259

 130. Curtin NJ (2012) DNA repair dysregulation from 
cancer driver to therapeutic target. Nat Rev Cancer 
12:801–817

 131. Jackson SP, Helleday T (2016) Drugging DNA 
repair. Science 352:1178–1179

 132. Olivier M, Hollstein M, Hainaut P (2010) TP53 
mutations in human cancers: origins, consequences, 

and clinical use. Cold Spring Harb Perspect Biol 
2:a001008

 133. Ford JM, Hanawalt PC (1997) Expression of wild- 
type p53 is required for efficient global genomic 
nucleotide excision repair in UV-irradiated human 
fibroblasts. J Biol Chem 272:28073–28080

 134. Alexandrov LB, Stratton MR (2014) Mutational sig-
natures: the patterns of somatic mutations hidden in 
cancer genomes. Cancer Genom 24:52–60

 135. Chen W, Dong J, Haiech J, Kilhoffer M-C, Zeniou 
M (2016) Cancer stem cell quiescence and plasticity 
as major challenges in cancer therapy. Stem Cells Int 
2016:1–16

 136. Cicalese A et al (2009) The tumor suppressor p53 
regulates polarity of self-renewing divisions in 
mammary stem cells. Cell 138:1083–1095

 137. White AC, Lowry WE (2015) Refining the role for 
adult stem cells as cancer cells of origin. Trends Cell 
Biol 25:11–20

 138. Kreso A, Dick JE (2014) Evolution of the cancer 
stem cell model. Cell Stem Cell 14:275–291

 139. Tomasetti C, Vogelstein B (2015) Variation in cancer 
risk among tissues can be explained by the number 
of stem cell divisions. Science 347:78

 140. Ventura A et al (2007) Restoration of p53 func-
tion leads to tumour regression in vivo. Nature 
445:661–665

 141. Wang Y et al (2011) Restoring expression of wild- 
type p53 suppresses tumor growth but does not cause 
tumor regression in mice with a p53 missense muta-
tion. J Clin Invest 121:893–904

 142. Guinea-Viniegra J et al (2012) Differentiation- 
induced skin cancer suppression by FOS, p53, and 
TACE/ADAM17. J Clin Invest 122:2898–2910

 143. Adams PD, Jasper H, Rudolph KL (2015) Aging- 
induced stem cell mutations as drivers for disease 
and cancer. Cell Stem Cell 16:601–612

 144. Barakat K, Tuszynski J (2013) New research direc-
tions in DNA repair. InTech, Rijeka

 145. Mouw KW, D’Andrea AD, Konstantinopoulos PA 
(2015) Nucleotide excision repair (NER) alterations 
as evolving biomarkers and therapeutic targets in 
epithelial cancers. Oncoscience 2:942

 146. Liu J, He C, Xing C, Yuan Y (2014) Nucleotide exci-
sion repair related gene polymorphisms and genetic 
susceptibility, chemotherapeutic sensitivity and 
prognosis of gastric cancer. Mutat Res Mol Mech 
Mutagen 765:11–21

 147. Wang D, Lippard SJ (2005) Cellular processing of 
platinum anticancer drugs. Nat Rev Drug Discov 
4:307–320

 148. Kelland L (2007) The resurgence of platinum-based 
cancer chemotherapy. Nat Rev Cancer 7:573–584

 149. Chu G (1994) Cellular responses to cisplatin. The 
roles of DNA-binding proteins and DNA repair. 
J Biol Chem 269:787–790

 150. Koeppel F et al (2004) Irofulven cytotoxicity 
depends on transcription-coupled nucleotide exci-
sion repair and is correlated with XPG expression in 
solid tumor cells. Clin Cancer Res 10:5604

A. Liakos et al.



39

 151. Earley JN, Turchi JJ (2011) Interrogation of nucleo-
tide excision repair capacity: impact on platinum- 
based cancer therapy. Antioxid Redox Signal 
14:2465–2477

 152. Calmels N et al (2016) Uncommon nucleotide exci-
sion repair phenotypes revealed by targeted high- 
throughput sequencing. Orphanet J Rare Dis 11:26

 153. Barakat KH et al (2012) Virtual screening and bio-
logical evaluation of inhibitors targeting the XPA- 
ERCC1 interaction. PLoS One 7:e51329

 154. Gentile F, Tuszynski JA, Barakat KH (2016) New 
design of nucleotide excision repair (NER) inhibi-
tors for combination cancer therapy. J Mol Graph 
Model 65:71–82

 155. Mendoza J et al (2013) Association between ERCC1 
and XPA expression and polymorphisms and the 
response to cisplatin in testicular germ cell tumours. 
Br J Cancer 109:68–75

 156. Welsh C et al (2004) Reduced levels of XPA, ERCC1 
and XPF DNA repair proteins in testis tumor cell 
lines: NER proteins in testis tumor cells. Int J Cancer 
110:352–361

 157. Li Q et al (2000) Association between the level of 
ERCC-1 expression and the repair of cisplatin- 
induced DNA damage in human ovarian cancer 
cells. Anticancer Res 20:645–652

 158. Olaussen KA et al (2006) DNA repair by ERCC1 in 
non–small-cell lung cancer and cisplatin-based adju-
vant chemotherapy. N Engl J Med 355:983–991

 159. Stevens EV et al (2005) Expression of xeroderma 
pigmentosum A protein predicts improved out-
come in metastatic ovarian carcinoma. Cancer 
103:2313–2319

 160. Weaver DA et al (2005) ABCC5, ERCC2, XPA and 
XRCC1 transcript abundance levels correlate with 
cisplatin chemoresistance in non-small cell lung 
cancer cell lines. Mol Cancer 4:18

 161. Liu Y, Bernauer AM, Yingling CM, Belinsky SA 
(2012) HIF1 regulated expression of XPA contributes 
to cisplatin resistance in lung cancer. Carcinogenesis 
33:1187–1192

 162. Arora S, Kothandapani A, Tillison K, Kalman- 
Maltese V, Patrick SM (2010) Downregulation of 
XPF–ERCC1 enhances cisplatin efficacy in cancer 
cells. DNA Repair 9:745–753

 163. Arora S et al (2016) Identification of small molecule 
inhibitors of ERCC1-XPF that inhibit DNA repair 
and potentiate cisplatin efficacy in cancer cells. 
Oncotarget 7(46):75104–75117

 164. Seiwert TY et al (2014) DNA repair biomarkers 
XPF and phospho-MAPKAP kinase 2 correlate with 
clinical outcome in advanced head and neck cancer. 
PLoS One 9:e102112

 165. Andrews BJ, Turchi JJ (2004) Development of a 
high-throughput screen for inhibitors of replication 
protein A and its role in nucleotide excision repair. 
Mol Cancer Ther 3:385

 166. Shuck SC, Turchi JJ (2010) Targeted inhibition of 
replication protein A reveals cytotoxic activity, 
synergy with chemotherapeutic DNA-damaging 
agents, and insight into cellular function. Cancer Res 
70:3189–3198

 167. Mishra AK, Dormi SS, Turchi AM, Woods DS, 
Turchi JJ (2015) Chemical inhibitor targeting the 
replication protein A – DNA interaction increases 
the efficacy of Pt-based chemotherapy in lung and 
ovarian cancer. Biochem Pharmacol 93:25–33

 168. Furuta T et al (2002) Transcription-coupled nucleo-
tide excision repair as a determinant of cisplatin sen-
sitivity of human cells. Cancer Res 62:4899

 169. Aloyz R et al (2002) Regulation of cisplatin resis-
tance and homologous recombinational repair by the 
TFIIH subunit XPD. Cancer Res 62:5457

 170. Van Allen EM et al (2014) Somatic ERCC2 muta-
tions correlate with cisplatin sensitivity in muscle- 
invasive urothelial carcinoma. Cancer Discov 4:1140

 171. Guo G et al (2013) Whole-genome and whole-exome 
sequencing of bladder cancer identifies frequent 
alterations in genes involved in sister chromatid 
cohesion and segregation. Nat Genet 45:1459–1463

 172. Weinstein JN et al (2014) Comprehensive molecu-
lar characterization of urothelial bladder carcinoma. 
Nature 507:315–322

 173. Ceccaldi R et al (2015) A unique subset of epithelial 
ovarian cancers with platinum sensitivity and PARP 
inhibitor resistance. Cancer Res 75:628–634

 174. Arora S et al (2015) Genetic variants that predispose 
to DNA double-strand breaks in lymphocytes from 
a subset of patients with familial colorectal carcino-
mas. Gastroenterology 149:1872–1883.e9

 175. Titov DV et al (2011) XPB, a subunit of TFIIH, is 
a target of the natural product triptolide. Nat Chem 
Biol 7:182–188

 176. Yi J-M et al (2016) Triptolide induces cell killing in 
multidrug-resistant tumor cells via CDK7/RPB1 rather 
than XPB or p44. Mol Cancer Ther 15:1495–1503

 177. Qu L et al (2015) Integrated targeted sphingo-
lipidomics and transcriptomics reveal abnormal 
sphingolipid metabolism as a novel mechanism of 
the hepatotoxicity and nephrotoxicity of triptolide. 
J Ethnopharmacol 170:28–38

 178. Alekseev S et al (2014) A small molecule screen 
identifies an inhibitor of DNA repair inducing the 
degradation of TFIIH and the chemosensitization of 
tumor cells to platinum. Chem Biol 21:398–407

 179. Rizvi NA et al (2015) Mutational landscape determines 
sensitivity to PD-1 blockade in non–small cell lung 
cancer. Science 348:124–128

 180. Castrén E, Elgersma Y, Maffei L, Hagerman R 
(2012) Treatment of neurodevelopmental disorders 
in adulthood. J Neurosci 32:14074

 181. Sakthiswary R, Raymond AA (2012) Stem cell ther-
apy in neurodegenerative diseases: from principles 
to practice. Neural Regen Res 7:1822–1831

2 Nucleotide Excision Repair: From Neurodegeneration to Cancer



41© American Association of Pharmaceutical Scientists 2017 
S. El-Khamisy (ed.), Personalised Medicine, Advances in Experimental Medicine and Biology 1007, 
DOI 10.1007/978-3-319-60733-7_3

Role of Protein Linked DNA Breaks 
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Abstract

Topoisomerases are a group of specialized enzymes that function to maintain 
DNA topology by introducing transient DNA breaks during transcription and 
replication. As a result of abortive topoisomerases activity, topoisomerases 
catalytic intermediates may be trapped on the DNA forming topoisomerase 
cleavage complexes (Topcc). Topoisomerases trapping on the DNA is the 
mode of action of several anticancer drugs, it lead to formation of protein 
linked DAN breaks (PDBs). PDBs are now considered as one of the most 
dangerous forms of endogenous DNA damage and a major threat to genomic 
stability. The repair of PDBs involves both the sensing and repair pathways. 
Unsuccessful repair of PDBs leads to different signs of genomic instabilities 
such as chromosomal rearrangements and cancer predisposition. In this 
chapter we will summarize the role of topoisomerases induced PDBs, identi-
fication and signaling, repair, role in transcription. We will also discuss the 
role of PDBs in cancer with a special focus on prostate cancer.
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3.1  PDBs Identification 
and Signaling

3.1.1  PDBs Identification

Protein linked DNA breaks (PDBs) are consid-
ered as a major threat to genome integrity and 
overall cell survival. A good example here is 
topoisomerase cleavable complex (Topcc), that 
are produced by trapping the enzyme covalently 
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on the DNA, by topoisomerases inhibitors treat-
ment such as camptothecin (CPT), doxorubicin 
and etoposide [1–4]. For example, CPT, cova-
lently links Top1 to the 3′-end of DNA which in 
turn activates DNA damage response (DDR) [1, 
3]. The DDR is regulated by three phosphati-
dylinositol- 3 kinase-like protein kinases: ataxia 
telangiectasia and Rad3-related protein (ATR), 
ataxia-telangiectasia mutated (ATM), and DNA- 
dependent protein kinase (DNA-PKcs), which 
determine cell fate as one of three responses; 
repair, senescence, or apoptosis.

ATM activates DDR in response to replication- 
independent double strand breaks (DSBs), for 
example ionizing radiation (IR) exposure. The 
primary substrate of ATM is Checkpoint kinase 2 
(Chk2) and ATM can induce apoptosis directly or 
indirectly through Chk2 [5–7].

Under normal conditions, ATM was reported 
to exist in an inactive form and upon DNA dam-
age stimulation; it converts to active monomers 
[8]. When activated, ATM phosphorylates several 
proteins involved in check point control, DNA 
repair and apoptosis regulation including, among 
others, p53, BRCA1, CHK2, H2AX, Nbs1 [9]. 
This phosphorylation causes cell cycle arrest at 
certain checkpoints and promote DNA repair. 
Several studies reported Mre11/Rad50/Nbs1 
(MRN) complex to be essential for ATM- 
dependent activation in response to DNA damage 
[10–12]. Consistently, MRN complex was shown 
to bind directly to ATM, inducing conformational 
changes that increases ATM affinity toward its 
substrate, also MRN complex increases p53 and 
CHK2 ATM-dependent activation [13].

ATR activates DDR in response to single 
strand-double strand (ssDNA-dsDNA) junctions 
which arise as a consequence of stalled replication 
fork by damaged DNA, nucleotide excision repair 
(NER) activity, or resection of DSB (produced by 
IR and topoisomerase 2 (Top2) poison), and the 
primary substrate of ATR is Chk1, which in turn 
targets a number of cell cycle regulator and DNA 
repair proteins [5, 6, 14]. DNA-PKcs has a well-
defined role in DSB repair by non- homologous 
end joining (NHEJ), and checkpoint control [15].

It is important to highlight that there is a con-
siderable overlapping between the ATM and ATR 

downstream targets [16, 17]; some studies sug-
gest that cellular processing of DSBs, such as 
proteasomal degradation of enzyme from Topcc, 
to possess a determining role in the subsequent 
activation of DDR [18, 19]. Unlike ATR, ATM 
loss is not lethal, but ATM mutations cause a rare 
autosomal recessive disorder ataxia–telangiecta-
sia (A-T), A-T cells are defected for DNA repair, 
hypersensitive to radiation, and show increased 
chromosomal instability.

3.1.2  PDBs Signaling

3.1.2.1  Cell Signaling 
Following Topoisomerases I 
Poison

CPT induces ATM-Chk2 and ATR-Chk1 activa-
tion. Since the cytotoxicity and the induced DSB 
by CTP are replication-dependent, ATR-Chk1 is 
the main pathway responsible for DDR activation 
in replicating cells. Depletion of ATR and CHK1, 
but not ATM, induces hypersensitivity to CPT 
[20, 21]. Besides its role in DNA repair, protein 
SUMOylation was found to be essential for DNA 
damage signaling, where ATRIP, ATR regulatory 
partner, SUMOylation is critical for ATRIP inter-
action with several components of ATR-Chk1 
[22]. PIAS3 SUMO ligase is the only member of 
PIAS (protein inhibitor of activated STAT) fam-
ily, known for its role in DNA repair, that was 
found to be playing many roles in ATR activa-
tion, and in the absence of PIAS3, ATR shows 
abnormal kinase activity. In CPT treated cells, 
PIAS3 aids to DSBs formation; where in 
hydroxyurea treated cells, PIAS3 is essential dur-
ing early events of ATR activation, ATR auto-
phosphorylation in particular [23]. Of notice, 
PIAS3 overexpression improves homologous 
recombination (HR) and NHEJ, the mechanisms 
behind this is still largely unknown [24].

Although ATM may not be primarily involved 
in DDR activation in response to CPT, ATM par-
ticipates in many aspects of DNA repair in 
response to CPT: (1) ATM participates in HR 
repair [25, 26] (2) ATM, ATR and DNA-PK 
 regulate the crosstalk between HR and NHEJ 
through the co-regulation of p53–RPA  interaction. 
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Phosphorylation of p53 by ATM/ATR and RPA 
by DNA-PK leads to the dissociation of P53-RPA 
complex which is necessary to initiate HR [27]. 
(3) ATM/DNA-PK activates and recruits tyrosyl- 
DNA phosphodiesterase-1 (TDP1) to site of DSB 
[28, 29]. Recently, DNA-PKcs were found to 
regulate ATM negatively through phosphoryla-
tion, DNA-PKcs inhibition or deletion induces 
ATM hyperactivity and thus plays a role in deter-
mining PDBs repair pathway choice [30].

In contrast to cancer cells, ATM is mainly 
activated in post-mitotic cells by Top1 poison. In 
post-mitotic cells, CPT leads to transcription 
inhibition with R-loop formation and the forma-
tion of DSBs which activate ATM [31]. Activated 
ATM will activate the DNA-PK which in turn, 
triggers histone ubiquitination and Top1 ubiquiti-
nation leading to enhancement of Top1 proteoly-
sis as well as to full ATM activity at DSB sites 
[32]. In addition, ATM depletion in neuronal 
cells leads to Top1cc accumulation due to ele-
vated levels of reactive oxygen species [33].

3.1.2.2  Cell Signaling 
Following Topoisomerases II 
Poison

The activation of cell signaling pathways after 
Top2 poisons is drug-dependent. The cytotoxic 
mechanisms induced by many Top2 poisons are 
not exclusive to only targeting Top2, so it is dif-
ficult to elucidate the cell signaling pathway 
induced by each mechanism separately. 
Anthracyclines-Top2-poisoning effect induces 
ATM activation, but not ATR activation [34]. 
Depletion of ATM leads to slight enhancement in 
sensitivity in response to anthracycline Top2 poi-
soning effect [35, 36]. Anthracyclin-DNA 
adducts, induced by formaldehyde, require the 
activity of ATM and ATR for checkpoint activa-
tion, where ATR is required for G2/M checkpoint 
activation and ATM is required for G1 checkpoint 
activation [35].

Etopsoide induces ATR-Chk1 and ATM-Chk2 
activation, but similar to CPT, in S-phase ATR- Chk1 
is responsible for inhibiting DNA replication, and 
the role of ATM is dispensable [37]. Interestingly, 
the role of ATM in the repair of etoposide-induced 
DSB during G1-phase was found to also be 

 dispensable, and the MRN complex was shown to 
be required for the etoposide- induced breaks 
repair by NHEJ-independent of ATM [38]. ATM 
depletion was shown to be dispensable for etop-
soide-induced DSB repair, but it affects the repair 
of blocked DSBs by Top2 in the absence of TDP2 
(see below) [39]. On the other hand, ATM is 
mainly activated in nonreplicating cells in response 
to etoposide treatment, and the inhibition of ATM 
in these cells is antiapoptotic [40].

In the light of the fact that topoisomerases poi-
sons induce DSBs, one would expect an ATM 
dependent DDR activation. However, in response 
to either Top1 or Top2 poisons treatment, the cell 
cycle arrests in an ATR dependent manner [21, 
41–44]. Three main conclusions could be made 
from this finding; (1) topoisomerases poisons 
induce cytotoxicity through interfering with 
major nuclear processes, mainly replication, 
rather than direct generation of DSBs (2) 
Topoisomerase poisons-induced DSBs might be 
produced in the course of replication restart, and 
not due to Topcc disruption (3) Topcc-induced 
DSBs termini are usually associated with pro-
teins, because of this they are not acknowledged 
as original breaks, that can be recognized by 
ATM. In the latter regard, some NHEJ proteins, 
such as Ku and DNA-PKcs, bind to Top2 cleaved 
complexes only after its termini-bounded pro-
teins are removed [45].

3.2  PDBs Repair

PDBs can be repaired by TDPs enzymes which 
precisely hydrolyze the bond between the trapped 
topoisomerases and the DNA, and nonspecifi-
cally by the nucleases which remove the Tops 
and cut part of the DNA. It is not fully clear how 
the cell decides on specific repair pathway, as the 
same type of DNA damage can be processed by 
several repair pathways. Some studies have 
shown that Poly (ADP-ribose) polymerase 
(PARP) is involved in favoring non-nucleolytic 
repair pathway for Top1 induced PDBs [33, 46]. 
Several PARP inhibitors are known to synergize 
CPT cytotoxicity; recently Top1-PARylation was 
found to counteract CPT mediated-Top1cc [47].

3 The Role of Protein Linked DNA Breaks in Personalized Medicine
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3.2.1  Protein Linked DNA Break 
Repair by Precision Scissors

Precision scissors are proteins that are capable of 
liberating the trapped topoisomerase from DNA 
termini without the need to cleave DNA. Topcc is 
maintained by a phosphotyrosyl bond between 
the DNA terminus and the topoisomerase. TDP1 
is the first discovered ‘scissor’ that can counteract 
PDBs by releasing trapped topoisomerases. TDP1 
mainly releases 3′-terminus-stalled Top1cc. 
Nevertheless, it has also been shown to release 
5′-Top2cc, though only in yeast so far. The cataly-
sis of Top1cc by TDP1 is structurally and mecha-
nistically conserved from humans to yeast and 
depends on the formation of a DNA- TDP1 inter-
mediate. Briefly, TDP1 breaks the 3′-phosphoty-
rosyl bond linking DNA with Top1 in a two-step 
cycle that incorporates two catalytic histidines. In 
the first step, the nucleophilic histidine (Hisnuc) 
attacks the 3′-phosphate to form a TDP1cc inter-
mediate. This leads to the release of the Top1 
from DNA. In the second step, the other histidine 
acts as a general acid/base (Hisgab) activating 
water to hydrolyze the 3′-phospho-histidyl bond 
made in step one, resulting in dissociation of 
TDP1 from DNA [48]. Importantly, the excision 
of Top1cc by TDP1 requires prior enzymatic deg-
radation of Top1 by the ubiquitin/proteasome sys-
tem to expose the Top1–3′-DNA phosphotyrosyl 
bond which facilitates its attacking by TDP1. 
DNA-PK mediates ubiquitination of Top1 which 
is a prerequisite for its subsequent proteolysis. 
The excision of Top1cc by TDP1 leaves a 
3ʹ-phosphate end that, before being processed by 
DNA polymerases and ligases, must first be 
dephosphorylated by polynucleotide kinase phos-
phatase (PNKP) and this makes PNKP a key pro-
tein with great importance in repairing damage 
caused by Top1cc.

Importantly, spinocerebellar ataxia with axo-
nal neuropathy (SCAN1), a neurodegenerative 
disease, was found to arise due to a naturally 
occurring mutation that leads to conversion of the 
Hisgab to arginine [49]. This mutation was found 
to cause a delay in the hydrolysis of the 3′-phos-
phohistidyl bond (second step) [50] and thus 

enhances the stability of the TDP1cc covalent 
intermediate which results in sensitization to 
DNA damaging agents such as irradiation and 
CPT leading to high genomic instability [51]. 
This finding can be of great significance in cancer 
therapy as it paves the way toward developing 
TDP1 poisons that can stabilize the wild type 
TDP1 at DNA 3′-termini as in the case of 
Topoisomerases’ poisons.

Posttranslational modifications are known to 
take a part in TDP1 recruitment, modulation of 
enzymatic activity and stability. TDP1 is 
PARylated by the Poly(ADP-ribose) polymer-
ases 1 (PARP1) [46]. TDP1 PARylation, together 
with SUMOylation at K111, increases the accu-
mulation of TDP1 at Top1cc sites [52]. The inter-
action between TDP1 and PARP1 recruits 
XRCC1 which acts as a scaffold for many repair 
proteins. TDP1 was also found to be phosphory-
lated at S81 by ATM and DNA-PK which 
increases TDP1 enrichment and stability at DNA 
damage sites and helps recruiting XRCC1 and 
ligase IIIα.

In fact, further mechanistic studies have 
shown that TDP1 can resolve a broad range of 
3′-end blocking adducts such as 3′-phosphogly-
colate induced by radiotherapy [53], apurinic or 
apyrimidinic sites caused by alkylating agents 
such as temozolomide [54] and chain- terminating 
nucleoside analogues [51]. This, in addition to its 
Top1cc resolving activity, suggests TDP1 as a 
promising target for cancer treatment. The crystal 
structure of TDP1 has been solved [55] which 
paved the way to developing effective TDP1 
inhibitors to be used as novel chemotherapeutic 
agents, possibly combined with Top1 poisons. 
The nature of the catalytic cycle of TDP1 gave 
rise to two possible strategies to for targeting 
[56]. The first strategy depends on the inhibition 
of the first step of the two-step catalytic cycle by 
using TDP1 inhibitors that are capable of pre-
venting the formation of the TDP1–DNA inter-
mediate. While the second strategy depends on 
targeting the TDP1–DNA covalent complex, and 
thus trapping and stabilizing the toxic TDP1- 
DNA adduct just like the way Top1 poisons stabi-
lize Top1-DNA adducts.
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TDP2 is the first discovered 5′-tyrosyl DNA 
phosphodiesterase with a Top2-induced DSBs 
repair activity. The role of TDP2, originally 
known as TTRAP, in the DSBs repair was discov-
ered in an attempt to find new human proteins 
that can resolve tyrosyl-linked protein adducts. 
For this purpose, a screen was made to identify 
candidates that can compensate for the function 
of TDP1 in TDP1Δrad1Δ double-mutant yeast 
cells. The screen found TTRAP to confer CPT 
resistance to the double-mutant cells. Further 
assays proved TTRAP to have a robust 5′-tyrosyl 
DNA phosphodiesterase activity that was metal 
dependent. Hence, TTRAP was designated as the 
novel protein TDP2 [57]. Further studies con-
firmed a specific role of TDP2 in resolving 5′-ter-
mini Top2cc and thus counteracting DSBs caused 
by Top2 poisons such as etoposide and doxorubi-
cin. It is of great importance to note that unlike 
TDP1, the product of TDP2 catalysis is a phos-
phorylated 5′-terminus that is readily ligatable 
and thus is a substrate for NHEJ. It is therefore 
plausible that TDP2 is found to be epistatic with 
members of the NHEJ machinery such as KU70 
and KU80 [58].

Originally, it was logical to suggest that TDP1 
mainly repairs Top1cc and that TDP2 mainly 
repairs Top2cc. However, recent in vivo insights 
suggest that both proteins might have overlap-
ping roles in DSB repair. TDP2 could actually 
play a role in Top1cc repair. Double knock-out 
murine and chicken cells overexpressing TDP2 
showed increased rates of DNA breaks repair and 
cellular viability in response to Top1 poisons 
such as CPT. On the other hand, a contribution of 
TDP1 in repairing Top2 induced DNA damage is 
debatable [59].

Like TDP1, posttranslational modifications 
play a role in TDP2 activity as well. Extracellular 
signal regulated kinase 3 (ERK3) phosphorylates 
TDP2 at Ser60, and thus enhances its 
Phosphodiesterase activity in desensitizing can-
cer cells to DNA damage caused by Top2 poisons 
[60]. It is still unclear whether posttranslational 
modifications plays a role in TDP2 recruitment to 
DNA damaged sites or not. It is worth noting that 
TDP1 and TDP2 are structurally different, where 
Human TDP2 (362 amino acids) is smaller than 

TDP1 (608 amino acids) [61]. Although both 
proteins perform their functions as monomers 
and prefer substrates that are single stranded, 
they are still mechanistically different in that 
TDP2 uses Mg2+/Mn2+ coordination for the 
hydrolysis of 5′-phosphotyrosyl bonds in one 
step which is not the case with TDP1 whose 
action is a two-step, metal-independent process 
that requires the formation of a covalent interme-
diate [62].

Like Top1cc, the processing of Top2cc by 
TDP2 requires its previous proteolytic cleavage 
or heat denaturation [63]. Yet, the major distinc-
tion between the two enzymes is that the product 
of TDP1 catalysis, after 3′-DNA end dephos-
phorylation by PNKP, is consequently a substrate 
for SSBR while the product of TDP2 is a sub-
strate for NHEJ. This goes along well with the 
finding that inducing Top1cc is most toxic when 
members of HR like Rad52, BRCA1 BRCA2 and 
MRE11 are mutated or chemically inhibited. On 
the other hand, TDP2 is epistatic with KU70, 
KU80 and DNA-PK which are core components 
of NHEJ [64].

Many attempts were made to discover potent 
TDP2 inhibitors. Isoeugenol was found to syner-
gize cytotoxicity of the Top2 poison etoposide, 
but only in the absence of TDP1. This makes 
isoeugenol a promising lead compound for devel-
oping potent TDP2 inhibitors [65]. Certain 
Indenoisoquinoline compounds that were ini-
tially identified as Top1 and TDP1 inhibitors, 
were also found to be TDP2 inhibitors. This “tri-
ple inhibitor” opens the way for developing ‘uni-
versal’ drugs against important targets and thus 
are very attractive for further studying as chemo-
therapeutic anticancer agents [66].

3.2.2  Protein Linked DNA Break 
Repair by Nucleases

A building up evidences suggest that nucleases 
activity can remove topoisomerases from the 
DNA. Several groups of nucleases are suggested 
to carry out a redundant role in the removal of 
PDBs. Which nuclease is more representatives 
and what the regulations between these nucleases 
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is still not clear. Recently, structure of DNA ends 
was found to be a determine factor for DNA 
repair pathway selection, where damaged ends 
requires Mre11 dependent resection, and CtIP 
was found essential for activating Mre11- 
dependent nuclease activity [67].

Work on Xenopus laevis egg clarified the 
importance of CtIP in repairing PDBs CtIP inter-
action with BRCA1 is necessary for repair of 
PDBs through HR, promoting cell survival 
against topoisomerase-poisons while resection 
of endonuclease-generated DSB ends is inde-
pendent from this interaction [68]. CtIP show 
low expression levels in breast cancer patients, 
and its depletion enhance PARP inhibitors cyto-
toxicity in vivo and in vitro [69]. In addition to 
the specific role of CtIP in the removal of PDBS, 
CtIP and MRE11 nuclease activity is essential 
for HR repair of single ended breaks repair, by 
preventing Ku, from the NHEJ, binding to the 
broken DNA [70]. In contrast to the error-free 
repair mediated by TDPs (discussed above), 
CtIP mediates deletion of original sequences, 
error-prone repair, for rejoining distant broken 
DNA ends and single DNA strands generation 
by CtIP favors insertions of ectopic sequences 
through microhomology-mediated template 
switching, in depleted human 53BP1 cells [71]. 
HR proteins inhibition, such as BRCA2, BRCA1 
and RPA, increases the rate of DNA breaks-
induced mutation, and this action is dependent 
on the activity of CtIP and MRE11 [72]. CtIP 
was further defined as a cofactor of MRE11 
activity, where MRE11, NSB1, RAD50 and CtIP 
cleave DNA near the break to resolve PDBs and 
initiate HR [73].

In budding yeast, MRE11 was shown to pro-
mote global sumoylation of repair proteins and 
allows initiation but, not processing of Spo11 
during meiosis and its activity is independent 
from checkpoint phosphorylation [74]. 
Interestingly, NBS1 protects unmodified DNA 
ends and control exo and endo- nucletic activity 
of MRE11 and RAD50 in PDBs repair [75], 
which highlights a possible role of NBS1 (also 
called NBN) in human diseases. Moreover, 
EXD2 (EXDL2) was recently identified as a 

MRN/CtIP interactor that accelerate its 3′-5′ exo-
nuclease activity required for the repair of CPT- 
induced PDBs via HR and promote genome 
stability in human cells [76]. More nucleases 
seem to be implicated in PDBs repair, yet it is 
still controversial whether they can actually 
remove topoisomerase or have a role in down-
stream repair events. Structure specific endonu-
cleases complexes such as (Mus81–Mms4), 
(Slx1–Slx4) complex, and Yen1 process double 
holiday junctions to produce crossover and non- 
crossover products. Recently Mus81–Mms4 was 
suggested to take a critical part in repairing inter- 
homolog joints [77].

SLX4, from Fanconi anemia pathway, is 
implicated in PDBs repair and is required for 
meiotic DSB formation [78]. SLX4 plays a role 
in coordinating the processing and repair of 
PDBs, where it is recruited near damaged DNA 
end through interaction with Rtt107 and Dpb11 
[79]. SLX4 acts as a scaffold protein for MUS81, 
SLX1 and XPF complex. In addition, it controls 
function of several partner endonucleases as it 
show SUMO binding properties, that 
SUMOylates XPF-ERCC1 complex [80]. SLX4 
interaction with XPF is dispensable for Top-1 
induced PDBs repair while its interaction MUS81 
is not. Earlier, studies showed a role for Mus81–
Mms4, along with Rad1–Rad10, XPF, SLX4–
SLX1 in repairing of Top1-induced PDBs. 
MUS81–EME1 acts to cleave the DNA at stalled 
replication sites [81] and the complex enzymatic 
activity is stimulated by Esc2, an adaptor protein 
with no enzymatic domains, which plays a role in 
resolving sister chromatid junctions [82]. Mus81 
and XPF show a functional interplay in HR to 
resolve PDBs after Top1 removal. Mus81 plays 
an important role in resolving interhomology 
joint structures that promotes genetic instability 
[77]. XPF-ERCC1 complex participate in repair-
ing Top1 PDBs by cleaving DNA upstream from 
the trapped Top1, XPF-ERCC1 was further pro-
moted as an alternative repair pathway to CPT, in 
addition to the established PARP-TDP1 pathway 
[83]. A promising clinical outcome from 
 combining PARP and Top1 inhibitors in XPF-
ERCC1 deficient cancers was reported [84].
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3.2.3  Protein Linked DNA Break 
Repair by Proteases

Proteases are conserved in all eukaryotes, where 
they function in DNA-protein cross links (DPCs) 
repair and are considered as guardians of the 
genome.

Early studies revealed a role for weak suppres-
sor of smt3 (Wss1) in response genotoxic stress, 
and it was said to promote cell survival following 
top1 poison exposure, but the underlying mecha-
nisms remained largely unknown [85, 86]. 
Deficient Wss1 yeast cells fail to repair DPCs 
and exhibit compromised genomic integrity [87]. 
It was not until recently, when Wss1 was reported 
as a DNA repair factor that resolve CPT induced 
DPCs in Saccharomyces cerevisiae [87]. Wss1 is 
now known to be activated against UV irradiation 
and Top1 positions treatment, and is essential for 
cell survival. In the absence of TDP1, resolving 
Top1-induced DPCs is Wss1 and SUMO depen-
dent [88]. In consistence with this, DPC repair 
pathway analogue was identified in Xenopus lae-
vis egg extract [89].

There are striking similarities between Wss1 
and SprT-like domain-containing protein 
(SPRTN), which was considered to be Wss1 
mammalian representative [87]. Later, SPRTN 
was identified as DPCs repair protease in higher 
eukaryotes and in Xenopus laevis egg extracts 
[90, 91]. SPRTN gene mutations result in Ruijs- 
Aalfs syndrome, characterized by premature 
aging, genomic instability and increased cancer 
predisposition. There biallelic SPRTN mutations 
were identified in patients exhibiting early onset 
of hepatocellular carcinoma, the authors sug-
gested these mutations to cause slower replica-
tion fork progression [92]. SPRTN was further 
proposed as a specialized protein for the repair of 
PDBs generated during replication [93]. SPRTN 
deficient human cells show hypersensitivity to 
CPT and accumulate DPCs [87]. Cells with 
SPRTN deficiency/mutations sustain DPCs and 
are hypersensitive to DPCs inducing agents such 
as CPT and etoposide [90]. While SPRTN is an 
essential protein in mammalian cells, its nema-
tode ortholog is unessential for worm viability 
[94], but worms lacking Dvc-1 are hypersensitive 

to formaldehyde and cisplatin, promoting SPRTN 
as a therapeutic target for improving cisplatin 
cancer treatment outcomes [90]. Finally, SPRTN 
role in DPC removal was confirmed in vivo 
recently [95].

3.2.4  DNA Helicases

Building up evidences suggest that Top1 poisons, 
CPT, slows the replication fork progression and 
reversal, which results from accumulation of pos-
itive supercoils, this was suggested to be con-
trolled by PARP1 [96, 97].

RECQ1 helicase has an established role in 
promoting replication fork restart upon Top1 
inhibition, and was also considered as a general 
mechanism against different replication chal-
lenges [98, 99]. PARP1 control RECQ1 helicase 
activity; the latter induce unscheduled fork 
restart, providing a link between fork restart, 
repair and PARP inactivation [98]. PARP inacti-
vation, reduce reversed fork accumulation fol-
lowing DNA damage inducing agents treatment. 
The core HR protein, RAD51 is known to reside 
at replication forks [100, 101]; RAD51 was later 
identified as the first protein to promote fork 
reversal in vivo [99]. This highlights the involve-
ment of other repair proteins in forming or pro-
cessing of reversed forks, nucleases are known to 
participate in stalled forks processing in response 
to DNA damage [102, 103]. Indeed Several DNA 
resection factors, such as Mre11, NBSs and CtIP 
were reported to be involved in fork metabolism 
[104–107]. Another nuclease/helicase, the 
DNA2, was identified in DNA replication yeast 
mutants [108, 109]. DNA2 participate in DSB 
repair, DNA2 and EXO1 resect the 5′ end of DSB 
to initiate HR [110–112]. Later, DNA2 was found 
to work with BLM helicase to resect DSBs ends 
in human cells [113]. It was further suggested 
that DNA2 might play a similar role in repairing 
replication induced DSBs, through initiating HR 
repair or resecting structures that block  replication 
fork [114]. Recently, a novel role for DNA2 was 
identified in mammalian cells, where DNA2 
cooperates with (Werner protein) WRN to favor 
replication fork restart in mammalian cells and 
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this process seems to be regulated by RECQ1 and 
RAD51 [115].

Another role for WRN was reported in vivo, 
where it shields the nascent strand from degrada-
tion by MRE11/EXO1 [116]. Furthermore, in 
Werner syndrome (WS), characterized by 
genomic instability and accelerated aging, WRN 
protein inhibits recruitment of CtIP and MRE11 
to DSBs sites, preventing large deletions at 5′ 
end, WRN was also found to promote Classic 
(C-NHEJ) against (alternative) Alt-NHEJ for the 
repair of DSBs via helicase and exonuclease 
activity [117]. CPT was shown to alter the cellu-
lar localization of WRN helicase, inducing its 
degradation. Reversed fork restart by RECQL 
and stable WRN expression were presented as a 
PDBs repair pathways that mediates Top1 poi-
sons resistance [118].

Recently a study has shown that BAZ1B- 
SMARCA5, chromatin remodeling complex, 
accumulates near replication forks and promotes 
topoisomerase I loading near forks in camptoth-
ecin treated cells. Suppression of the BAZ1B 
decrease the extent of CPT-mediated replication 
fork reversal and increase the cellular tolerance 
to CPT [119].

3.3  Topoisomerases 
to the Chromatin and Back

Topoisomerases relieves topological stress asso-
ciated with DNA replication and transcription. 
These DNA associated processes are hindered by 
the chromosome compact structure by DNA 
wrapping around histone, forming nucleosomes, 
shielding DNA from topoisomerases activity. 
The interplay between topoisomerases and chro-
matin, in terms of assembly and disassembly 
mechanisms, is understudied. A recent series of 
studies highlight a role of histones epigenetics 
and chaperones, chromatin-remodelling com-
plexes, and insulator proteins in topoisomerases 
recruitment to the chromatin, as well as repair of 
the trapped topoisomerases.

Topoisomerases activity must be tightly regu-
lated to outside of nucleosome regions to main-
tain negative supercoiling that is essential for 

replication and transcription [120, 121]. Early 
studies have shown that DNA topoisomerases are 
required during nucleosome assembly to relief 
DNA tension generated by chromatin remodeler 
Snf2 activity [122]. In fission yeast, Snf2 and 
Chd1 homolog (Hrp1) interacts with the histone 
chaperone Nap1 to promote nucleosome disas-
sembly [123]. A following study showed that 
Hrp1, Nap1 and topoisomerases have an overlap-
ping genomic occupancy [124]. In budding yeast, 
two proteins were identified, Tof2 and Fob1, to 
have a role in Top1-chromatin recruitment during 
replication and transcription by forming a cleav-
age complex at ribosomal replication fork sites 
[125].

In addition, topoisomerases can be recruited 
to the chromatin through the chromatin remodel-
ers such as SWI/SNF complex [126, 127]. The 
Top2α chromatin binding depends on the ATPase 
catalytic subunit of the SWI/SNF complexe 
(SMARCA4) and the ability of Top2α to sup-
press DNA entanglement during mitosis requires 
SWI/SNF complexes [126]. In addition, a recent 
study has shown that the SMARCA4 recruits 
Top1 to general chromatin to suppress the 
genomic instability and negative superhelicity, 
whereas the FACT complex, a histone chaperon, 
is required for Top1 binding to the transcription-
ally active chromatin marker (H3K4me3), at 
non-canonical DNA structures for the site- 
specific cleavage [127].

Top3β is thought to be the new player in tran-
scription and replication regulation. Top3β has 
recently been shown to possess an RNA activity. 
The depletion of TOP3β increases the risk of 
intellectual disability and schizophrenia [128, 
129]. In addition, Top3β has been identified to 
inhibit R-loop formation in conjunction with 
Tudor domain–containing protein 3 (TDRD3). 
TDRD3 is a methylarginine effector molecule 
that recognizes methyl-histone marks and acti-
vates transcription. Also, TDRD3 acts as a bridge 
between Top3β and arginine-methylated histones 
and the Top3β-TDRD3 prevents R-loop accumu-
lation and suppress the rate of c-Myc/Igh translo-
cation [130]. TDRD3 also serves as a molecular 
bridge between Top3β and the translation regula-
tor FMRP [131]. In addition to TDRD3 function 
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of targeting Top3β to chromatin, a recent study 
has shown that TDRD3 enhances the biochemi-
cal activities of Top3β on both DNA and RNA 
substrates [132]. The BAZ1B-SMARCA5, a 
chromatin remodeling complex, was found to 
facilitate Top1 access to replication fork in CPT 
treated cells, BAZ1B was found to play a role in 
CPT sensitivity [119]. In addition, we have 
recently shown that perturbed histone H4K16 
acetylation is responsible for irinotecan resis-
tance in colorectal cancer cells [133]. These stud-
ies highlight the importance of chromatin 
regulation not only for topoisomeraseses recruit-
ments but also for the repair of trapped 
topoisomerases.

3.4  Topoisomerases 
and Transcription Initiation

A canonical role of Topoisomerases in facilitat-
ing transcription has been agreed upon. 
Topoisomerases are essential for transcription 
elongation as well as Pol II pause release. The 
progressing Pol II generates supercoiling and tor-
sion that need to be resolved by topoisomerases, 
otherwise the levels of such supercoils will be 
high enough to halt the transcription [134]. The 
important role of TopI and Top2B in facilitating 
transcription elongation is mostly pronounced in 
long genes, as confirmed by studies on both 
mouse and human cells. Chemical induction of 
Top1cc in cancer cells using CPT or topotecan 
causes a general inhibition of transcription elon-
gation, but the efficiency of such inhibition was 
shown to increase as the genes are longer and 
including more introns [135]. Also, treating neu-
ronal cells with topotecan was found to potently 
inhibit expression of long genes that are linked to 
autism [136]. And how do topoisomerases recog-
nize actively transcribed genes? The chromatin 
of actively transcribed genes is marked by his-
tone H3 Lys4 trimethylation (H3K4me3). These 
marks are recognized by the transcription elonga-
tion factor facilitates chromatin transcription 
(FACT) complex which recruits Topoisomerases 
to actively transcribed genes to release supercoils 
ahead of the progressing POL II [127]. 

Nevertheless, it would appear that topoisomer-
ases have a noncanonical role in transcription ini-
tiation as well besides its already well-established 
role in facilitating transcription elongation.

In addition to the occasional DNA damage 
that takes place as a side effect of gene transcrip-
tion, recent evidence show that cells are capable 
of utilizing “scheduled” and site-specific DNA 
damage events to trigger calculated transcription 
of specific genes.

Early insights in the role of DNA strand break 
in transcriptional initiation was provided by stud-
ies on yeast. The activities of Top1 or Top2 were 
shown to be required for transcription initiation 
of certain controlled genes (GAL and PHO) via 
facilitating the recruitment of RNA POL II to 
their promoters [137].

In 2006, a study by Rosenfeldand and col-
leagues confirmed that the same noncanonical 
topoisomerase function observed in yeast occurs 
in human cells, where they highlighted a role of 
Top2B in estrogen-induced transcription. This 
study showed that when breast cancer cells are 
estrogen-deprived, Top2B is associated with a 
repressor complex on the promoter of the pS2 
gene whose expression is estrogen-dependent. 
Interestingly, treating these cells with estrogen 
lead to recruitment of estrogen receptor to the 
pS2 promoter. This lead to a series of events cul-
minating eliminating nucleosomes from this pro-
moter region and eviction of the repressor 
complex freeing Top2B. The now free Top2B, 
being in close proximity to the promoter region, 
catalyzes the production of DSB at the promoter. 
This transient lesion causes the suppressive linker 
histone H1 to be dissociated from the promoter 
and recruitment of histone acetylases. 
Furthermore, the DSB induced the activation and 
recruitment of NHEJ proteins such as XRCC5, 
DNA-PKc and Ku70 which seemed to be essen-
tial to avoid the undesired consequences of long- 
lasting unrepaired DNA damage [138]. Thus, this 
new role of topoisomerases created a new  concept 
of “creative DNA damage” that lead to serious of 
studies following the same novel theme.

A very important study described a role of 
Top1 as a DNA break inducer that in essential 
for deriving cell-specific ligand-induced gene 
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expression. Stimulating prostate cancer cells 
with DHT results in androgen receptor (AR) 
internalization and binding to certain gene 
enhancers. Top1 was shown to be recruited to 
enhancers bound by AR, catalyzing DNA breaks 
that induce transcription of eRNA and conse-
quently affecting expression of many androgen- 
responsive genes. This is also followed by 
activation and recruitment of a set of DNA break 
repair genes including HR genes such as the 
MRN complex in addition to members of the 
base excision repair (BER) pathway, NHEJ genes 
like the heterodimer KU70–KU86 and DNA 
ligase IV to prevent persistence of DNA damage 
[139]. In another study, Top2B activity was 
shown to be important for inducing transcription 
of serum-inducible immediate genes such as 
Myc, Fos, Jun and EGR1. The transcription of 
such genes in response to serum supplementation 
was shown to be prevented by the Top2B inhibi-
tor ICRF193. The DSB caused by Top2B in the 
promoters of the serum-inducible genes lead to 
enrichment of the noncanonical histone variant 
gamma-H2AX which facilitated initiation of 
transcription [140].

In the same context, it is of great importance 
to highlight that Top2B is of such significance in 
initiating transcription that even targeted artificial 
induction of DSB at promoters of the serum- 
inducible genes Fos and Npas4 was found lead to 
their transcription even in the absence of the 
inducing signal [141].

3.5  Topoismoerase1 Mutagenic 
Activity

Ribonucleotides may be misincorporated into the 
DNA by polymerases during replication [142]. 
Ribonucleotide excision repair (RER) pathway is 
responsible for ribonucleotide removal and 
RNase H2 is the initiator of RER [143]. Top1 is 
known to have a ribonuclease activity [144], and 
this activity increases mutations, chromosomal 
translocations and checkpoint activation at ribo-
nucleotide sites [145–148]. Top1 deletion 
decreased all these signs of genomic instability. 
This mutagenic ribonucleotide activity of Top1 

could be attributed to Top1 binding to ribonucle-
otides before RNase H2, which converts them to 
nicks when Top1 is removed [145, 149]. In addi-
tion, Top1cc formed at ribonucleotide sites allows 
nucleophilic attacks on the phosphotyrosyl 
linkages by the 2-hydroxyl on rNMPs (ribonu-
cleotide monophosphates), producing to a 
2,3-cyclic phosphate and liberating Top1 [145, 
150]. These nicks hampers DNA elongations and 
ligation [145, 149, 150]. Loss of RNase H2 in 
yeast cells induces Top1 activity induce hyper- 
recombinations and chromosomal translocations 
and probably causing upregualtion of DSB repair 
genes [147, 151–153]. In absence of RNase H2, 
both Srs2 and Exo1 work together to repair Top1- 
induced nicks, also Sgs1 helicase, from the RecQ 
family, was shown to play a role in this process 
[154].

3.6  Protein Linked DNA Breaks 
in Cancer

Topcc have been implicated in several human 
cancers, neurodegenerative and autoimmune dis-
eases. The role of Topcc in cancers started with 
therapy induced secondary leukemias in mixed 
lineage leukemia (MLL), where etoposide was 
found to trap Top2β which initiates chromosomal 
translocations [155–158]. TDP1, TDP2 muta-
tions are already connected to neurological disor-
ders [49, 58]. The presence of Top1 autoantibodies 
is associated with reduced survival in sclero-
derma patients [159]. As an example the role of 
Topcc induced breaks in prostate cancer is dis-
cussed in details below.

3.6.1  Protein Linked DNA Breaks 
and Prostate Cancer

Prostate cancer has been linked to topoisomerases- 
induced DSBs. Androgen receptor, the main 
player in prostate cancer, recruits Top2β to the 
promoters of hormone-dependent genes, result-
ing in chromosomal rearrangements such as 
those between transmembrane protease serine 2 
(TMPRSS2) and ETS transcription factors 
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 coding regions, ERG and ETS variants (ETV) 
[160]. The resulting TMPRSS2-ERG fusion 
causes overexpression of oncogenic genes and 
is found in almost half of prostate cancer 
samples. More gene fusions have been sub-
sequently revealed including TMPRSS2–ETV4, 
TMPRSS2-ETV5, KLK2–ETV4 and others 
[161–163]. TMPRSS2- ERG fusions is a distinc-
tive feature of prostate cancer aggressiveness and 
poor prognosis, where absence of ERG fusions is 
considered as a good prognostic indicator [161, 
164, 165].

Rate of TMPRSS2-ERG fusions depends on 
androgen treatment time where transient treat-
ment TMPRSS2–ERG fusion in cancer cells, but 
not in normal cells [164]; while prolonged treat-
ment induces this fusion in normal cells as well 
[166]. This highlights the presence of proficient 
Top2 induced PDBs repair mechanism that pre-
vents translocations in normal cells, and this 
mechanism apparently inhibited, mutated or 
absent in prostate cancer cells. As TDP2 is 
responsible for repairing Top2 induced PDBs, 
one would expect it to have a role in Top2 initi-
ated chromosomal translocations as well. Other 
DNA repair genes such as NKX3.1 acts as a sup-
pressor for TMPRSS2-ERG rearrangement 
through accelerating DNA repair [167]. Also, 
NKX3.1 blocks the AR of ERG gene [130]. In 
this regard Reduced NKX3.1 levels is correlated 
with increased TMPRSS2-ERG recombination 
events in prostate cancer tissues [168]. Also, 
Nkx3.1 knockedout mice were shown to have a 
delayed DDR in response to etoposide treatment 
[169]. Chromosomal translocations could be 
induced by some inflammatory stimuli [170], 
suggesting a role of other repair proteins in gene 
fusions and translocations that still needs to be 
identified. Recently, the chromatin remodeler 
SMARCA4 was found responsible for recruiting 
Top1 to chromatin in B-cells and that SMARCA4 
depletion induced Igh/c-Myc chromosomal 
translocations due to low TOP1 recruitment. 
Another protein from the Top1 complex, FACT 
was found to be Important for Top1 binding to 
H3K4me3 which is essential for DNA cleavage 
and AID-induced translocations [127].

3.6.2  Protein Linked DNA Breaks 
and Personalized Medicine

The identification of prostate cancer gene fusions 
had a significant clinical application in the era of 
personalized medicine, now researchers are able 
to detect the TMPRSS2–ERG fusion in blood 
and urine [171]. This non-invasive and easy 
detection mode of such an aggressive prostate 
cancer phenotypes, along with the elevated PSA 
levels, lead to a significant decrease in the need 
for invasive biopsies and an improvement in the 
overall patient survival rate [172]. In this regard, 
tumors with TMPRSS2–ERG fusions have a dis-
tinct DNA methylation profile than negative 
tumors, indicating that gene methylation profile 
could be playing a role in prostate cancer pro-
gression and tumorgenesis [173]. In addition to 
their role in cancer, it is notable that protein-
linked DNA breaks are pathogenic in a number of 
neurological disorders, most recently in fronto-
temporal dementia and ALS, in a study came out 
this month in Nature Neuroscience (Ref: https://
www.ncbi.nlm.nih.gov/pubmed/28714954). 
Thus, harnessing our knowledge on the homeo-
static control of PDBs will open new frontiers in 
personalised medical decisions and approcahes 
that are not only useful in cancer but also in a 
number of neurological disorders [174].

3.7  Conclusion

Protein linked DNA breaks are the result of 
uncontrolled topoisomerases activity that usually 
end up with inducing cell death or chromosomal 
translocations. In fact topoisomerases are the tar-
gets for most of the current anticancer drugs. 
These drugs mode of action depends on trapping 
the enzyme covalently on the DNA to induce 
DNA damage in cancer cells. Topoisomerases 
based drugs selectivity replay on two observa-
tions, first cancer cells show high levels and 
activity of topoisomerases 1 and 2, second cancer 
cells are usually defective for one or more of the 
DNA repair pathways. Our understanding of the 
role of protein linked DNA breaks in cancer, and 
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probably response to therapy, is hampered by our 
lack of knowledge on chromosomal transloca-
tions specificity and the role of gene-gene inter-
action in chromosomal translocations. 
Considering Top1 mutagenic activity in ribonu-
cleotide repair, and the high abundance of ribo-
nucleotides in the genome it seems plausible to 
think that it might contribute to cancer or response 
to topoisomerases targeted therapy or perhaps 
other topoisomerases may exhibit a similar activ-
ity. A growing number of studies report a strong 
line of evidence suggest a novel roles of other 
DNA repair proteins in PDBs initiation or repair 
or response to therapy. This urges the need for 
more comprehensive studies that considers the 
overlapping and contradicting roles of repair fac-
tors. Improving our understanding on PDBs 
induction and repair, will eventually lead to iden-
tification of individual variations that control 
cancer initiation, progression and improve 
response to cancer therapy.
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Abstract

Inter-individual variability in response to pharmacotherapy has provoked 
a higher demand to personalize medical decisions. As the field of pharma-
cogenomics has served to translate personalized medicine from concept to 
practice, the contribution of the “omics” disciplines to the era of precision 
medicine seems to be vital in improving therapeutic outcomes. Although 
we have observed significant advances in the field of genomics towards 
personalized medicine, the field of proteomics-with all its capabilities- is 
still in its infancy towards the area of personalized precision medicine. 
Neurodegenerative diseases and neurotrauma are among the areas where 
the implementation of neuroproteomics approaches has enabled neurosci-
entists to broaden their understanding of neural disease mechanisms and 
characteristics. It has been shown that the influence of epigenetics, 
 genetics and environmental factors were among the recognized factors 
contributing to the diverse presentation of a single disease as well as its 
treatment establishing the factor–disease interaction. Thus, management 
of these variable single disease presentation/outcome necessitated the 
need for factoring the influence of epigenetics, genetics, epigenetics, and 
other factors on disease progression to create a custom treatment plan 
unique to each individual. In fact, neuroproteomics with its high ability to 
decipher protein alterations along with their post translational modifica-
tions (PTMs) can be an ideal tool for personalized medicine goals includ-
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ing: discovery of molecular mechanisms underlying disease pathobiology, 
development of novel diagnostics, enhancement of pharmacological neu-
rotherapeutic approaches and finally, providing a “proteome identity” for 
patients with certain disorders and diseases. So far, neuroproteomics 
approaches have excelled in the areas of biomarker discovery arena where 
several diagnostic, prognostic and injury markers have been identified 
with a direct impact on the neurodegenerative diseases and neurotrauma. 
However, other applications in proteomics such as “individual” proteome 
sequencing with its signature PTMs, have not been fully investigated as 
compared to the achievements in the genomics discipline This infers that 
proteomics research work has promising potential, yet to be discovered, in 
the precision medicine and comprises a major component of the personal-
ized medicine infrastructure as it allows individual characterization of dis-
ease at the protein level. To conclude, the field of proteomics-based 
personalized medicine is still in its infancy compared to genomics field 
due to several technical and instrumentation-based obstacles; however, we 
anticipate to have this initiative leading in the coming future. This chapter 
will discuss briefly how neuroproteomics can impact personalized medi-
cine in the fields of neurodegenerative disorders particularly in Alzheimer’s 
disease and brain injury.

Keywords

Post-translational modifications • Neurodegenerative diseases • Brain 
injury • Neurotrauma • Personalized medicine • Alzheimer’s disease • 
proteomics

4.1  Introduction

The continuing progression of disease complexi-
ties introduced an incentive to revolutionize how 
medical field looks at diseases [1]. Currently, 
medicine’s universal treatment approach has 
shown several shortcomings in delivering suit-
able treatment response for patients with the 
same disease, as these treatment methodologies 
are based on an average person response. 
Nevertheless, patients respond to treatment dif-
ferently due to several factors including their 
specific genetic and proteomic profile [2]. 
Fittingly, the human genome was sequenced in 
2003, and since then, advances in next generation 
sequencing (NGS) facilitated the discovery of 
several genetically based diseases such as the 
BRCA gene in breast cancer [2]. Identification of 
genetic diseases was the first step into what 
is called “personalized medicine” [3]. The latter 

term refers to a unique therapeutic treatment 
intended for individuals based on their genetic 
makeup [3]. The more recently used term in sci-
entific articles is “precision medicine”, which 
conveys targeted medicine aimed for subgroups 
of patients with similar genomic profile and not 
specifically based on disease afflicted individuals 
[3]. Precision medicine could be used to treat 
genetic mutation- based diseases (such as cystic 
fibrosis), and could be applied in the field of 
oncology to target solid tumors. Moreover, it 
could be used in pharmacogenesis area to adjust 
drug dosages based on the individual’s genetic 
information; and recently, it has been applied in 
assessing neurodegenerative diseases such as 
Alzheimer’s disease (AD) and brain injury 
(BI) [3]. AD is a neurodegenerative disease that 
impairs memory and motor function [4]. It affects 
about 44 million people globally [5]. In 2014, 
AD was found to be the sixth leading cause of 
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death in the United States, making it a major bur-
den on the health care system worldwide [6]. 
Studies have shown that AD has a long incuba-
tion period. This indicated that early onset inter-
ventions could be preventative and could possibly 
reduce the severity of AD and its treatment. As 
such, AD as a neurodegenerative disorder would 
be a perfect candidate for precision medicine 
which can be applied at different stages of AD 
characterization and assessment.

These include: (1) identifying the underlying 
factors using comprehensive risk assessment to 
understand the source of disease risk, whether it 
is due to genetic causes, a mutation or environ-
mental factors [7]; (2) utilizing tools for preclini-
cal detection since treatment is rarely applied 
based on risk, instead it is processed based on 
detection of latent pathophysiological processes 
[7]; and (3) tailoring molecular-based platforms 
as an important stage in precision medicine for 
targeted treatment aiming to slow or reverse the 
latent pathophysiological processes [7]. 
Moreover, clinical precision medicine approaches 
have proven that it can benefit from biomarkers 
research as it can stratify individuals with pre-
clinical condition of AD for treatment response 
[4]. The three aforementioned stages allow for 
effective and promising precision medicine 
approaches to treat AD and other neurodegenera-
tive diseases.

Neurotrauma is known to increase the risk of 
developing AD [8, 9]. Approximately 1% of the 
populations in developing countries have sus-
tained BI [10]. The severity of (BI) and its long 
term implications on neurodegenerative diseases 
alerted the medical societies on the importance 
of utilizing targeted treatment and preventative 
therapy [8]. Accordingly, precision medicine in 
the area of BI aims at categorizing BI patients 
based on mechanistically homogeneous endo-
types such as traumatic axonal injury or contu-
sions, each of which responds to targeted therapy 
differently; regardless of the trauma severity [8]. 
For the past 42 years, Glasgow Coma Scale 
(GCS) has been the basic tool used to assess the 
neurological state of patients after sustaining BI 
[8]. However, GCS alone does not account for 
other confounding factors such as genetic het-

erogeneity which implicates the use of precision 
medicine [8]. This gap raised a new concern as 
to whether GCS is still the best approach to 
assess and detect BI severity, and whether alter-
native tools need to be implemented to achieve 
the aims of precision medicine [8]. Among the 
proposed approaches are to focus on biofluids 
analysis such as cerebrospinal fluid (CSF) in 
conjunction with neuroimaging biomarkers of 
BI, which were found to be promising in terms 
of diagnosis, prediction and monitoring of neu-
ropathological progression as well as in AD risk 
prediction [10]. CSF biomarkers are useful 
injury indicators as they are in close proximity 
to the brain injured tissue which reflects bio-
chemical changes in the brain, and can predict 
more precisely molecular and cellular changes 
in the brain post injury [10]. Axonal proteins 
and tau are one of the most promising CSF bio-
markers reflecting the extent of axonal damage 
after acute BI [10]. In terms of neuroimaging, 
tau pathology relationship to BI severity could 
also be validated using corresponding imaging 
signals [10].

Collectively, if implemented on large scale, 
precision medicine could prove to be a promising 
approach for better assessment, diagnosis and 
treatment of BI patients. This could be achieved 
by comprehensively studying proteome makeup 
along with protein changes in individual patients 
to advise therapy and treatment. Such quest is 
best achieved by utilizing several neuropro-
teomics platforms [10].

4.2  Capabilities 
of Neuroproteomics 
in Precision Medicine

Most neurodegenerative diseases are character-
ized by neural dysfunction and injury, but they 
differ in terms of genetics, pathologies, pheno-
types as well as treatments. Proteomics is the 
study of global protein (proteome) expressed at a 
specific condition [11]. Neuroproteomics spe-
cializes in the study of proteins that are part of the 
nervous system [10]. While precision medicine 
can be easily adapted to genomic medicine, pro-
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teomics precision medicine is far more compli-
cated than that of genetic medicine due to the 
complex nature of the proteome make up [12]. 
The human proteome is characterized by its 
dynamic components involving protein-protein 
interaction, PTMs as well as its tissue, cellular 
and organelle specific-expression. Personalized 
proteomics is also dynamic; the expressed pro-
teome profile at the steady control state is com-
pletely different compared to those expressed 
post disease state influenced by several factors 
which is highly complicated in neurodegenera-
tive diseases due to the critical role of brain pro-
teome in regulating the central nervous system 
(CNS) functions [13, 14].

Among the major neurodegenerative diseases 
with complex pathophysiology is AD. AD patho-
physiology has complicated the progress in drug 
developments for cure or treatment [15]. This 
complexity arises from the fact that AD pro-
gresses from a latency phase where no signs or 
symptoms are observed even though pathophysi-
ological processes are ongoing, to a prodromal 
phase with mild cognitive impairment (MCI), 
and eventually to dementia [15]. Identifying the 
latency and the prodromal phase windows is 
among the most successful approach for studying 
AD [15]. Thus, identifying predictive biomarkers 
at these stages is a key step for individualized 
medicine to diagnose patients who are advancing 
from prodromal phase with MCI to early and late 
AD stages [11]. This entails characterizing each 
patient proteome profile prior and during AD 
development to indicate for any protein changes 
associated with the critical stages of pre-AD 
development.

Different approaches have been considered in 
neuroproteomics platforms, one of which is the 
analysis of biomarkers in the CSF due to the con-
tinuous diffusion of proteins from the CNS to the 
CSF [11]. Another approach is to analyze bio-
chemical changes that occur in patients sustain-
ing advanced AD to compare their “altered” 
molecular and cellular proteomic profiles associ-
ated with dementia or memory loss [11].

4.3  Implications 
of Neuroproteomics 
in Traumatic Brain Injury 
and Alzheimer’s Disease

4.3.1  Implications 
of Neuroproteomics 
in Traumatic Brain Injury

Traumatic brain injury (TBI) is an injury that 
occurs to the brain, brought about by exter-
nal mechanical impact [16]. TBI interferes with 
normal brain function affecting memory, behav-
ior and neuropsychological status of TBI patients. 
TBI is categorized into mild, moderate and severe 
injury; where mild injury being the most com-
mon among TBI comprising 70% of all TBI inci-
dence [16]. Upon initiation, TBI occurs via two 
phases; the primary and secondary phase. The 
former starts at the moment of injury and com-
prises axonal shearing and hemorrhage followed 
by the secondary injury. Several consequences 
result from secondary injury phase, such as the 
disruption of the blood brain barrier (BBB) and 
the overproduction of reactive species that cause 
oxidative stress, neural cell death and altered pro-
teome profile affecting the general protein func-
tions [16]. Neuroproteomic techniques applied to 
the central nervous system injury have risen as a 
promising field for assessing novel pathways and 
mechanisms applicable to TBI pathophysiology, 
identifying key proteins as potential biomarkers 
and potential restorative medication targets as 
will be discussed later [17].

Among the leading studies in the areas of TBI 
biomarker research, Xu et al. applied proteomic 
and bioinformatics techniques to examine varia-
tion in protein expression levels in human brains 
post severe TBI conducted on Chinese TBI 
cohort [18]. Around 4031 proteins were identi-
fied using tandem mass tags (TMT) labeling fol-
lowed by LC-MS/MS; 160 proteins were 
overexpressed and 5 proteins were downregu-
lated in the injured compared to the control 
group. Among the overexpressed proteins, 
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myelin basic protein (MBP), and myelin proteo-
lipid protein (MYPR), that are involved in glial 
cell differentiation pathway. Moreover, matrix 
metallopeptidase 9 (MMP9) and s100 calcium 
binding protein A8 (S100A8) were found in ele-
vated levels in the severe TBI brain tissue and 
these are associated with inflammatory pathways 
[18]. Several of these proteins were added to the 
databases of proteins associated with severe 
forms of brain injury.

In a recent study conducted by Thelin et al., 
protein profile in serum post-TBI was evaluated 
[19]. In their study, antibody bead suspension 
array was utilized to study serum proteins in a rat 
model of severe TBI. A total of 68 sera were ana-
lyzed leading to the identification of 143 different 
proteins. The levels of these proteins were com-
pared between the injured and uninjured groups 
as well as in different oxygen status. Several of 
the identified proteins were implicated in injury 
mechanisms; it was shown that that the comple-
ment factor 9 (C9) and complement factor B 
(CFB) that are implicated in the innate comple-
ment system were identified during the first days 
post injury [19]. Similarly, aldolase c (ALDOC) 
was increased in the early stage after injury. 
Conversely, hypoxia inducing factor (HIF)1α, 
amyloid precursor protein (APP) and Williams- 
Beuren syndrome chromosome region 17 
(WBSCR17) protein that has cerebral specificity 
were shown to be increased weeks following TBI 
[19]. Taken together, these serum protein profiles 
could be categorized according to disease staging 
and can reflect on the injury modulating factors 
(oxygenation levels) to help in TBI mechanisms 
assessment; however, such studies lack patient 
specificity as they rely more on pooling without 
associating with specific patients characteristics 
such as genetic profile, global proteomic makeup, 
epigenetic conditions, as well as PTMs altera-
tions that can lead to precision evaluation.

Of interest, one study stands up discussing  
genotype-disease interaction [20]. Crawford 
et al. used apolipoprotein E (APOE)3 and APOE4 
transgenic mice to study the effect of brain injury 
interaction in these two transgenic mice, which 
exhibited favorable and unfavorable outcomes 
respectively, following experimental TBI. Using 

a quantitative proteomics platform, altered regu-
lated proteins were characterized as a function of 
disease-genotype (TBI*APOE genotype) inter-
action [20]. This important study clearly demon-
strated that plasma protein changes are not only 
injury related but also genetic- make up depen-
dent. The translatability of this work is of extreme 
importance as it can potentially extend to combat 
veterans receiving rehabilitation assessment 
exhibiting different genetic make-up and demon-
strating different neurorehabilitative response to 
treatment.

4.3.2  Implications 
of Neuroproteomics 
in Alzheimer’s Disease

Alzheimer’s disease is defined as a chronic neu-
rodegenerative disease that is manifested gradu-
ally that starts slowly and exacerbates over time. 
It is the most common type of dementia that 
causes injuries in the brain regions that are 
involved in memory [21]. In its initial stages, 
memory impairment is mild, yet at later stages, 
AD patients lose the capacity to bear on a dis-
cussion and react to their surroundings. In addi-
tion, more symptoms, such as mood swings and 
altered personality, become prevalent as the dis-
ease progresses. This staggering illness causes 
extraordinary suffering over patients and rela-
tives. People over the age of 65 are at an 
increased risk of developing AD than younger 
people. The pervasiveness of AD in the overall 
public increments ranges  around 1% in people 
at ages less than 65 years to around 40% in 
nonagenarians [22].

Alzheimer’s disease is characterized by neu-
ropathological features such as cerebral atrophy, 
extracellular senile plaques and intracellular neu-
rofibrillary tangles (NFTs) [23]. The senile 
plaques consist of amyloid beta-peptide (Aβ) and 
the NFTs consist of the hyperphosphorylated 
microtubule-associated protein tau [24]. Albeit 
current Alzheimer’s medications cannot prevent 
AD from advancing, these medications  can inci-
dentally moderate the compounding of dementia 
manifestations and enhance personal satisfaction 
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for those with Alzheimer’s and their caretakers. 
In addition, AD has a complex pathogenesis due 
to the fact that mitochondrial dysfunction, inflam-
matory mechanisms and oxidative stress play a 
role in the production and development of the 
disease [25]. Because of this complex origination 
and development, proteomics techniques have 
immediately developed as high-throughput meth-
odologies for the identification of illness particu-
lar proteins [24].

Gozal et al. designed a study that aimed to 
analyze protein specific changes in neurodegen-
erative diseases using a proteomic approach [24]. 
Utilizing high performance liquid chromatogra-
phy combined with tandem mass spectrometry 
(LC-MS/MS), they examined detergent- insoluble 
frontal cortex lysates from AD and unaffected 
control cases. In addition, they investigated spec-
imens from frontotemporal lobar degeneration 
(FTLD) cases to recognize AD-particular 
changes not present in other neurodegenerative 
illnesses. Shotgun sequencing as well as label- 
free quantification procedure based on extracted 
ion current (XIC) were performed. Out of the 
1045 identified proteins, 512 were clustered into 
the same group depending on similar peptides. 
Furthermore, quantitation analysis showed huge 
changes in 81 AD-particular proteins. Eleven 
proteins were acknowledged with high certainty 
as expanded in AD contrasted with control and 
FTLD brains, including β-amyloid, tau and apoli-
poprotein E, which were AD related proteins. 
Finally, Gozal et al. distinguished and approved 
the existence of serine protease 15, ankyrin B, 
and 14-3-3η in the detergent-insoluble part [24].

In another study, Musunuri et al. aimed to 
quantify and compare various proteins in the post 
mortem brain tissue from AD patients and con-
trol subjects (non-AD individuals) to better 
understand the mechanisms underlying the 
changes occurring in AD patient brains [25]. This 
was conducted in human subjects by utilizing 
shotgun mass spectrometry utilizing a steady iso-
tope dimethyl labeling technique. A total of 827 
proteins were quantitated. Of these, 227 proteins 
were found in no less than nine out of ten AD 
patient pairs. A sum of 69 proteins (37 upregu-
lated and 32 downregulated) in the AD compared 

to the non-AD subjects were identified. Among 
the increased proteins, glial fibrillary acidic pro-
tein (GFAP), α-enolase (ENOA) and ferritin light 
chain (FRIL), were identified; whereas, tubulin 
β-3 chain (TBB3), involved in axon guidance and 
maintenance, was shown to be downregulated 
[25]. In addition, twenty-three novel proteins that 
have not been previously identified in AD were 
characterized. These involved: neuronal- 
particular septin-3 (SEPT 3), septin-2 (SEPT 2), 
septin-5 (SEPT 5), dihydropteridine reductase 
(DHPR), and clathrin heavy chain 1 (CHC1). 
Altered proteins were associated with a wide 
assortment of biological pathways related to dis-
ease pathogenesis, including glycolysis, oxida-
tive anxiety, apoptosis, flag transduction, and 
synaptic function proposing new candidates for 
AD specific biomarker candidates [25].

4.4  Functional Neuroproteomics: 
Synapse Proteomics, Protein 
Interaction Networks, 
and Post-Translational 
Modifications

Functional proteomics constitutes another area of 
investigation in the proteomics field whose meth-
odologies are inclined towards two noteworthy 
focuses: the explanation of the biological func-
tion of obscure altered proteins and deciphering 
cell mechanisms. On the other hand, brain func-
tional proteomics allows to assess the metabolic 
changes occurring inside neuronal cells and brain 
tissue that may infer some pathophysiological 
adjustments [26]. Functional neuroproteomics 
led the way to the study of synapse proteomics 
and protein interaction networks as well as analy-
sis of post-translational modifications (PTMs) of 
proteins as discussed later. A synapse is a small 
gap found at the end of a neuron that functions as 
a bridge to transmit information or signal from 
one cell to another. Each synapse comprises a 
neurotransmitter, integrating and discharging 
mechanical assembly, the presynapse, and a 
transmitter receiving component, the postsynapse 
[27]. To understand the underlying mechanisms 
of the synapse abnormalities we have to compre-
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hend the atypical protein expression and protein–
protein interaction, that are known to occur in 
different disorders such as psychiatric diseases 
[27]. Post-translational modification (PTM) 
refers to the enzyme catalyzed changes that occur 
to the protein after being translated by ribosomes. 
There are various forms of these PTMs including 
phosphorylation, carbonylation and acetylation 
that can be detected by several techniques like 
mass spectrometry and western blotting. These 
modifications play vital distinctive roles in physi-
ological as well as pathological conditions.

Ansari et al. conducted a study where young 
male rats were subjected to a one-sided direct 
cortical injury to assess oxidation redox in TBI 
[28]. Given that oxidative stress in TBI results 
from the disruption of the balance between oxi-
dants and  antioxidants, altered  proteomic data 
identified a number of antioxidants like glutathi-
one [GSH], glutathione peroxidase [GPx], and 
glutathione reductase [GR]. Synaptic markers 
such as synapsin-I, post-synaptic density protein 
95 (PSD-95), synapse-associated protein 97 
(SAP-97), and GAP-43 were validated by 
Western blot. All action levels were contrasted 
with sham-injured animals. Changes in pre-and 
post-synaptic proteins (Synapsin-I and PSD-95) 
occurred mid (24 h), while SAP-97 levels showed 
an extended decrease. These results indicated 
that disruption in the antioxidants affects the 
synaptic proteins and consequently their func-
tions [28].

In another study, Yu et al. utilized a bioinfor-
matics systems biology strategy based on assess-
ing four distinct high-throughput gene expression 
studies of experimental TBI to elucidate molecu-
lar pathological pathways underlying the pro-
gression of TBI mechanisms [29]. For this aim, 
canonical pathways as well as protein-interaction 
network were exploited as a scaffold to predict 
protein markers and identify novel molecular 
mechanisms involved in TBI. Of interest, sys-
tems biology results indicated that 24 h post- 
injury, the essentially actuated molecular marks 
were nonspecific to TBI, while the fundamentally 
smothered molecular marks were components of 
the nervous system and associated with synaptic 
function. A suppressed subnetwork comprising 

of 58 proteins related to synaptic capacity were 
identified. Among these, three proteins were 
selected including: postsynaptic density protein 
95 (PSD 95), nitric oxide synthase 1 (NOS 1), 
and disrupted in schizophrenia 1 (DISC 1), that 
were validated using penetrating ballistic-like 
brain injury rat model validating the bioinformat-
ics predictive model of protein interaction [29].

The analysis of synaptic proteome wasn’t 
solely applied to TBI. Among the various disor-
ders or conditions that this analysis is applied to 
is Alzheimer’s disease. In 2012, Chang et al. 
focused on distinguishing synaptosomal proteins 
that contrast in expression between subjects with 
and without AD in two brain regions (the hippo-
campus and the temporal cortex) that are influ-
enced in AD by utilizing an enhancement method 
combined with proteomics and mass spectrome-
try (MS) [30]. Twenty-six proteins indicated 
more than 20% contrast in expression. Of these, 
10 related with vesicular trafficking (septin-11, 
septin-8, a-tubulin, b-actin, and annexin A5). 
Others are associated with signal transduction, 
energy metabolism and antioxidant activity [30].

Additionally, in a recently published article by 
Zali et al. protein-protein interaction predic-
tion (PIP) analysis of the hippocampus pro-
teins between AD patients and non-AD patients 
was investigated [31]. Out of the 245 modified 
proteins that were identified, 105 were observed 
to be solely communicated in AD while 140 pro-
teins were identified in decreased levels. The dif-
ferentially expressed proteins and related systems 
were investigated utilizing cytoscape and the PIP 
examination techniques: MCODE and 
CluGO. The network analysis outlines 22  clusters 
with different seed genes. The CluGO method 
exhibited expanding in apoptosis, immune sys-
tem processes, and glutathione transferase activ-
ity. However, GTPase activity and glucose 
metabolism were down-regulated [32].

Of interest, not many studies have investigated 
the role of protein carbonylation on different neu-
ral cell types and brain regions post TBI [33]. In 
one study, Lazarus et al. aimed to determine the 
regions in the brain that are susceptible to car-
bonylation as well as the neural cell types affected 
[33]. Immunostaining was utilized to assess car-
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bonylated proteins and cell-specific markers in 
the brains of male and female rats that were sub-
jected to experimental brain injury of controlled 
cortical impact (CCI). Results demonstrated that 
the highest levels of protein carbonylation 
occurred in the immediate area of the injury 
lesion site specifically in the astrocytes, along 
with the ependymal cells lining the dorsal third 
ventricle, and the floor of the third ventricle 
above the median eminence. Furthermore, pro-
tein carbonylation was shown to be much greater 
in male rats at sites distant from the lesion. This 
finding proposes that hormonal systems may 
serve a defensive part against oxidative stress. In 
addition, proteomic investigation verified that 
glial fibrillary acidic protein (GFAP), 
dihydropyrimidase- related protein 2, fructose- 
bisphosphate aldolase C (ALDOC), and fructose 
bisphosphate aldolase A (ALDOA) were the 
most influenced proteins via carbonylation in 
response to TBI. However, protein carbonylation 
was not detected in different neural cell types 
such as oligodendrocytes, microglia, and macro-
phages. These results signify that protein carbon-
ylation post-TBI occurs in a regional as well as 
protein specific manner [33].

Another investigated PTM process was 
S-nitrosation where cysteine (Cys) thiol is con-
verted to nitrosothiol (RSNO). This type of PTM 
is altered in physiological as well as pathological 
conditions [34]. Senevirante et al. used a 
CK-p25–inducible mouse model of Alzheimer’s 
disease-like neurodegeneration and applied the 
SNOTRAP (SNO trapping by triaryl phosphine) 
approach in order to tag the targeted cysteine 
residues in the proteins of the brain [34]. SNO- 
proteins were detected using liquid 
chromatography- mass spectrometry. They were 
able to detect 313 nitrosated protein sites in 251 
proteins in the mouse brain, where 135 SNO- 
proteins were detected only during neurodegen-
eration. Moreover, this study demonstrated an 
increase in the S-nitrosation of proteins during 
early neurodegeneration which were shown to be 
critical for metabolism, synapse function and AD 
pathology [34].

4.5  Clinical Neuroproteomics

The compelling capabilities of proteomics meth-
odologies in analyzing proteins implicated in 
physiological or pathophysiological pathways 
have paved the way to a better understanding of 
diseases, particularly neurological ones. This is 
due to the fact that neuroproteomics analysis 
techniques have been highly implemented to fill 
the gaps of neuropathology research. Knowing 
that the cellular mechanisms of most neurologi-
cal disorders are still vague, the investment of 
neuroproteomics along with neuropathology in 
the field of personalized medicine is highly 
appreciated [35].

Advanced neuroproteomics analysis platform 
has proven itself to be greatly efficient in the dis-
covery of novel proteins. High throughput pro-
teomics tools have allowed researchers to profile 
the human proteome and identify protein dys-
functions in terms of quantity and quality. Since 
neurodegenerative diseases and neurotrauma are 
contributed to protein dysfunction, clinical neu-
roproteomics is expected to make a leap in diag-
nosis, treatment, early detection, as well as 
delaying progression of such diseases, taking into 
account individual variations. Nevertheless, it is 
important to notify that other diseases -such as 
drug addiction, epilepsy, or multiple sclerosis- 
are also active areas in clinical neuroproteomics 
[35].

This section summarizes the most important 
clinical and research findings related to neurode-
generative diseases and neurotrauma. Moreover, 
the link between these diseases and pharmaco-
logical therapies is also highlighted. Most 
 importantly, the implication of proteomics in bio-
marker discovery is later discussed in this 
section.

4.5.1  Neurodegenerative Disease

Neuroproteomics has a remarkable contribution 
in the advancement of the understanding of neu-
rodegenerative diseases (NDD), such as 
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Alzheimer’s disease (AD), Parkinson’s disease 
(PD), and Huntington’s disease (HD). Although 
these diseases differ in their clinical manifesta-
tions, they all have the same mechanistic back-
ground, in terms of protein aggregation, oxidative 
damage, and neuronal apoptosis, that lead to neu-
ron degeneration [36]. Being one of the most 
prevalent forms of dementia [37], AD has been a 
subject of interest of neuroproteomics research. 
Given that amyloid plaques and neurofibrillary 
tangles are two characteristics of AD, a number 
of studies have been conducted to elucidate the 
protein components and PTMs occurring at the 
molecular level. Various studies have confirmed 
the presence of new protein constituents within 
amyloid plaques [38, 39]. In addition, there are 
phosphorylation sites in tau protein, that are 
modified in AD [38]. Most of the literature’s 
focus has been on the phosphorylation PTM, yet 
it is crucial to point out that many other PTMs of 
tau protein take place. A study carried out by 
Thomas et al. in 2012 have stated that lysine 
methylation is another form of PTM of tau pro-
teins in the neurofibrillary tangles [40].

The research work conducted by Troncone 
et al. in 2016 provides evidence that the pathol-
ogy of AD is not restricted to brain tissues only, 
yet it may involve other vital organs [41]. The 
findings of this research prove that Aβ-amyloid 
residues also exist in myocardial tissues. 
Therefore, it’s very reasonable to regard AD as a 
metastatic disease that causes organ failure, par-
ticularly heart failure. Owing to the coexistence 
of AD and HF among many patients, these results 
will lead the advancement of novel clinical 
approaches to treat HF in AD.

Given that patients with TBI are at a higher 
risk of developing certain NDDs, advanced pro-
teomic platforms have been implemented in the 
investigation of the pathophysiological mecha-
nisms mutual between TBI and the correspond-
ing NDDs [9]. The findings have shown that 
numerous PTMs occurring in TBI are exclusively 
shared with AD, yet not PD [9]. Furthermore, 
oligomers of tau, well-known to aggregate in 
neurofibrillary tangles in AD, may likewise be 
causing the toxicity in TBI [42]. Other studies 
have also proved the existence of amyloid plaques 

not only in AD, yet in TBI as well as illustrated in 
a number of clinical TBI studies [43–46].

Redox proteomics is an arising branch of pro-
teomics that studies PTMs of proteins occurring 
under oxidative stress or in redox signaling [47]. 
Thus, redox proteomics aims at studying oxida-
tive stress-based changes occurring at the pro-
teome level which has implications on drug 
administration and drug design and testing [48, 
49]. Apparently, reactive oxygen/nitrogen spe-
cies trigger an alteration in the PTM of various 
proteins, where the resulting oxidized proteins 
are thought to be involved in the progression of 
numerous diseases, such as cardiovascular dis-
eases, diabetes mellitus type 2, cancer, and many 
others [47]. It has been identified that oxidative 
stress and the corresponding oxidized species are 
underlying the pathophysiology and worsening 
of NDDs in specific [35, 50]. Redox proteomics 
has aided in spotting proteins that are associated 
with the dysfunction of AD, thus implicating oxi-
dative damage [38]. Interestingly, these protein 
alterations are found at an early onset of the dis-
ease which highlights the role of oxidation in the 
early processes of AD [38, 51]. On the other 
hand, neuroproteomics with the discipline of 
redox proteomics has contributed to the advance-
ment of drug discovery since this field permits 
the identification of various target proteins that 
are target for oxidative modifications prior to or 
upon drug administration contributing to drug 
testing and evaluation [36]. In this regard, there is 
an immense need to design biomarker panels for 
the assessment of biological and metabolic oxi-
dative stress brought about by administration or 
treatment of pharmaceutical drugs [52]. The 
work of Domenico et al. in 2016 has demon-
strated that oxidized proteins in the CSF exist in 
states of mild cognitive impairment, prior to the 
development of AD, thus may serve as a bio-
marker for early detection of AD [53]. 
Apolipoprotein A-I [54] and 
24S-Hydroxycholesterol [38] are two examples 
of potential biomarkers that can be detected by 
redox neuroproteomics. So far, the investment of 
neuroproteomics in pharmacological clinical 
research and drug development is still in its 
infancy and only preliminary research has been 
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performed; nevertheless, neuroproteomics will 
have a major role in evaluating the effect of neu-
ropharmacological therapies on neurodegenera-
tive diseases.

4.5.2  Biomarker Discovery

Biomarker discovery is one of the most important 
fields where neuroproteomics has been imple-
mented. It engages the detection of protein altera-
tions in the human plasma or CSF, that indicates 
the presence or progression of diseases [35]. 
Proteomics-related biomarkers have facilitated 
the diagnosis of neurodegenerative diseases and 
provided an insight of disease condition [38]. 
However, as the field of neuroproteomics gets 
more integrated in clinical aspects, it’s urged to 
utilize modern tools to achieve diagnostic preci-
sion. Furthermore, it is crucial to standardize 
laboratory protocols in order to narrow variations 
in laboratory results [35]. These variations may 
be a result of either utilizing more than one 
method in each laboratory or testing a heteroge-
neous tissue sample.

Biomarkers can be detected in both plasma 
and CSF; however, screening of the CSF is pre-
ferred over plasma screening considering that the 
sooner occurs within close proximity with the 
CNS and is somewhat easy to be collected as well 
[35]. Nonetheless, plasma is still obtained from 
control healthy individuals for its ease of collec-
tion and enrichment in higher quantities of pro-
tein biomarkers [55]. In addition, the 
characteristics of an ideal biomarker encompass 
having remarkable sensitivity and specificity, 
indicating early disease stages, and being insensi-
tive to handling of samples [55]. New biomark-
ers, in both blood and CSF, has not only been 
implicated for the detection of Alzheimer’s dis-
ease, yet it has also been used to determine the 
stage of AD in patients [37]. Recent data from a 
study carried out by Kitamura et al. has revealed 
three downregulated proteins and two upregu-
lated ones in early AD, thus aiding in the early 
detection of AD [37]. In another study, Jauch 
et al. concluded that the S100β protein and 
myelin basic protein were elevated in blood of 

patients 24 h after brain injury [56]. It is impor-
tant to note that the use of neuroproteomics in 
clinica faces similar challenges observed in basic 
research [57] attributed to the failure of bio-
marker identification and translation to a large 
population. This fact of lack of translatability 
may require stringent standards for discovery/
identification coupled with more validated plat-
forms for biomarker validation [58, 59].

4.6  Conclusion and Future 
Directions

As discussed, the different neuroproteomics tools 
and platforms represent a promising target for 
personalized medicine as it can segregate patients 
proteome based on different factors such as epi-
genetics, environmental as well as genetic make-
 up [35]. The application of proteomic research on 
clinical studies would benefit the medical field as 
it eliminates treatment response variability, and 
provides a more targeted approach therapy. The 
ultimate aim of precision medicine is to match 
specifically patient response with the best course 
of treatment to obtain the optimal outcomes [57]. 
However, a major challenge in the area of pro-
teomics compared to the genomics field is the 
high cost and instrument robustness. In addition, 
most biofluids proteomics studies rely on sample 
pooling rather than running individual sample 
assessment where the results are validation step 
relies on random selected individual samples.

However, with the recent advances in the area 
of mass spectrometry and proteomics platforms 
in general, it is expected that such steps would 
advance our knowledge proteome dynamics [38] 
where the analysis outcomes rely on the accuracy 
and sensitivity of mass spectrometry. As a result, 
such advances will guide researchers to over-
come the failure of translation of research inno-
vations into drug discovery [60]. Taken together, 
the application of proteomics into the field of pre-
cision medicine is still in infancy compared to 
other omics fields; due to several challenges per-
taining to cost, instrumentation, and sample char-
acteristics. However, we anticipate that we would 
observe a huge leap in the area of proteomics- 
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based precision medicine as we are observing 
advances in the areas of proteomics.
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Abstract

Until the beginning of the 1980s, nitric oxide (NO) was just a toxic mole-
cule of a lengthy list of environmental pollutants such as cigarette smoke 
and smog. In fact, NO had a very bad reputation of being destroyer of 
ozone, suspected carcinogen and precursor of acid rain. However, by the 
early 1990s it was well recognized by the medical research community. 
Over the last two decades, the picture has been totally changed. Diverse 
lines of evidence have converged to show that this sometime poison is a 
fundamental player in the everyday business of the human body. NO activ-
ity was probed in the brain, arteries, immune system, liver, pancreas, 
uterus, peripheral nerves, lungs, and almost every system in the human 
body. NO is a major player in the cardiovascular system as it is involved in 
regulating blood pressure. In the CNS, it is involved in memory formation 
and the regulation of cerebral blood flow to ensure adequate supply of 
blood to the brain. Because NO is involved in many pathways, it has a role 
in several diseases related to modern life as hypertension, coronary heart 
diseases, Alzheimer’s Disease, stroke and cancer. This chapter focuses on 
the discussion of the role of NO in neurological diseases and cancer and 
how can this Janus-faced molecule play a role in the pathology and per-
sonalized treatment of these diseases.
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5.1  Introduction

In 1978, Murad hypothesized that endogenous 
factors such as hormones may influence smooth 
muscles via nitric oxide (NO). In 1980, Furchgott 
and his group discovered that an unknown sub-
stance was formed in the endothelium that could 
relax the smooth muscle cells in blood vessels. 
He named the substance EDRF, Endothelium 
Derived Relaxing Factor [1]. Nine years later, 
Ignarro reached the conclusion that EDRF was 
identical to NO [2].

In 1998, the three American professors Robert 
Furchgott, Ferid Murad and Louis Ignarro were 
awarded Nobel Prize for their eminent contribu-
tion in the discovery of NO role in the cardiovas-
cular system.

NO is an unusual gaseous messenger. It is a 
free radical that can react with thiol groups on 
proteins to form new complexes. In contrast to 
other second messengers, NO does not require 
energy to transport itself in and out the cell, it 
acts as a second messenger in a paracrine and 
autocrine manner. NO travels in the bloodstream 
by forming complexes with glutathione, hemo-
globin and other proteins. Upon dissociation 
from these complexes, NO can affect some dis-
tant cells which qualifies NO to be classified as a 
hormone [3].

NO biological targets include transition 
metals as well as free radicals. The NO/metal 
reactions mainly involve ferrous iron and to a 
lesser extent copper. NO reacts with free radi-
cals because they possess unpaired electrons. 
NO reacts with superoxide anion (O2

−) to give 
peroxynitrite (ONOO−) whose formation has 
been implicated in the pathology of several 
conditions involving oxidative stress such as 
atherosclerosis. The most significant effect of 

ONOO− may be attributed to the scavenging of 
NO and O2

−, thereby diminishing their signal-
ing capabilities [4].

5.1.1  NO Synthesis

Intracellular NO synthesis is catalyzed by three 
isoforms of nitric oxide synthase (NOS, 
EC1.14.13.39) which use L-arginine and molec-
ular oxygen as substrates to produce NO and the 
amino acid L-citrulline. The three identified iso-
forms of NOS are constitutive neuronal NOS 
(nNOS, NOS-1) found in neuronal tissue, induc-
ible NOS (iNOS, NOS-2) inducible in a wide 
range of cells and tissues and endothelial NOS 
(eNOS, NOS-3) found in vascular endothelial 
cells [5]. These forms are products of different 
genes, with different localization, regulation, cat-
alytic properties and inhibitor sensitivity, and 
with 51–57% homology between the human iso-
forms [6].

5.1.2  NO Signal Transduction

5.1.2.1  NO/cGMP-Dependent Signaling
Many of the NO actions are done through the sol-
uble guanylyl cyclase (sGC). sGC is a heterodimer 
consisting of alpha and beta subunits. There can be 
two different alpha subunits, α1 and α2, and two 
different beta subunits, β1 and β2. Most tissues 
possess the α1β1 heterodimer which was also 
found to be the receptor for NO. NO binds to a 
heme group liganded to His105 of the β-subunit. 
The binding of NO to sGC increases its Vmax 200–
400-fold and decreases the Km [7]. sGC converts 
guanosine triphosphate (GTP) into guanosine 
3′,5′-cyclic monophosphate (cGMP) which triggers 
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several downstream signaling events, including 
activation of cGMP-dependent protein kinases, 
cGMP-gated channels and cGMP-regulated phos-
phodiesterases (PDE) [8] (Fig. 5.1).

5.1.2.2  NO/cGMP-Independent 
Signaling

Modifications done by NO and its derivatives in 
important target molecules including thiols, lip-
ids and aromatic amino acids are important for 
normal physiology. However, high levels of NO 
lead to cytotoxicity and nitrosative stress [9].

Protein S-nitrosylation reaction between NO 
derived species and the reduced thiol of a cysteine 
residue is an important posttranslational modifica-
tion that regulates protein stability and functions 
and thus, is implicated in normal physiology as 
well as in various diseases. Tyrosine nitration is 
another modification induced by NO derived spe-
cies. NO reacts with superoxide in a diffusion-lim-
ited manner to generate peroxynitrite which causes 
tissue damage by inducing protein oxidation, lipid 
peroxidation and DNA damage [8] (Fig. 5.1).

5.2  Nitric Oxide in Neurological 
Disorders

The impact of neurological disorders on the 
international society is high and in continuous 
increase where the World Health Organization 

(WHO) is estimating that the percentage of 
disability- adjusted life years (DALYs) due to 
neurological disorders will increase by 12% by 
the year 2030 and by 66% for specific diseases 
such as Alzheimer’s Disease (AD) [10]. Also 
diseases such as dementia, epilepsy, migraine 
and stroke are among the top 50 causes of 
DALY [11].

NO is a regulatory cellular messenger in the 
nervous system; it plays a role in the cerebral 
endothelium-dependent vasodilatation [12], syn-
aptic plasticity and behavior being a modulator of 
several neurotransmitters [13], sleep cycle regu-
lator and a component in the CNS defense mech-
anism being produced by astrocytes and 
microglial cells [14].

According to the WHO, one DALY can be 
thought of as one lost year of “healthy” life. 
The sum of these DALYs across the popu-
lation, or the burden of disease, can be 
thought of as a measurement of the gap 
between current health status and an ideal 
health situation where the entire population 
lives to an advanced age, free of disease 
and disability [10].

Fig. 5.1 cGMP signal transduction pathways
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In this chapter, the role of NO in some of the 
common neurological disorders will be 
discussed.

5.2.1  Physiological Role of NO 
in CNS

5.2.1.1  Role of NO in Memory 
and Cognition

As mentioned earlier, NO plays a role in synaptic 
plasticity. Upon the activation of N-methyl-D- 
aspartate (NMDA) receptors by glutamate, there 
is a Ca2+ influx. The Ca2+ activates nNOS produc-
ing NO that acts on the sGC producing cGMP. The 
gaseous nature of NO allows it to diffuse into the 
presynapse where it stimulates the release of glu-
tamate thus, increases synaptic plasticity as well 
as the production of presynaptic cGMP which in 
turn, enhances the regeneration of the glutamate 
vesicles [15, 16]. Post-synaptically, NO/cGMP 
potentiates neurotransmission and its role in 
long-term potentiation (LTP) is mediated by 
cGMP-dependent activation of the transcription 
factor cAMP response element-binding protein 
(CREB) [15]. Animal studies showed that block-
ing nNOS by different inhibitors impedes mem-
ory and learning, an effect that was reversed by 
NO-donors [17].

5.2.1.2  Neuroprotective Role of NO
The NO-activated CREB was found to inhibit 
apoptosis and so does the nitrosylated caspase-3 
[14]. Nitrosylation also inhibits apoptosis through 
the inhibition of protein kinase Cε (PKCε) [18] 
and through the inhibition of NMDA receptors 
thus decreasing Ca2+ influx and preventing exci-
totoxicity [19]. NO guards against oxidative 
stress through the activation of the transcription 
factor Nrf2 [20].

5.2.2  Neurotoxicity of NO

NO can react with sulphur residues causing 
S-nitrosylation. This S-nitrosylation can affect 
several proteins such as Glyceraldehyde-3- 
phosphate dehydrogenase (GAPDH) which 

results in inhibition of glycolysis, peroxiredoxin 
II, an antioxidant expressed mainly in neurons, 
Hsp90 and protein-disulphide isomerase proteins 
where S-nitrosylation abolishes their chaperone 
function [21, 22]. NO was incriminated to play a 
role in the demyelination of oligodendrocytes 
[23] as well as interacting with the cyclooxygen-
ase enzyme (COX) thus enhancing its neurotoxic 
potential. Along with the depletion of glutathione 
stores, high concentration of NO, mainly gener-
ated by the iNOS, is highly neurotoxic as it 
causes nitration of tyrosine residues thus prevent-
ing protein phosphorylation, which in turn inter-
feres with cell signaling and protein-protein 
interaction [24].

5.2.2.1  NO Role in Alzheimer’s Disease 
and Other Neurodegenerative 
Disorders

By the end of 2015 there were 46.8 million peo-
ple living with dementia worldwide and the num-
ber is projected to increase by the year 2050 to 
reach 131.5 million [25]. AD accounts for 70% 
of dementia among elderly people [26].

The hallmarks of AD are the presence of amy-
loid beta protein Aβ and neurofibrillary tangles. 
Aβ is a product of the pathogenic processing of 
amyloid precursor protein (APP) by β-secretases – 
rather than α-secretases – followed by γ-secretases 
[27]. The deposition of Aβ triggers inflammatory 
responses and causes increased oxidative stress 
within the cell thus, disrupting its normal signal-
ing pathways [28]. Tau is the major neuronal 
microtubule-associated protein where it interacts 
with tubulin and promotes its assembly into 
microtubules that stabilize neuronal structure. 
Hyperphosphorylation of the tau protein results 
in the disruption of microtubules and the forma-
tion of neurofibrillary tangles [29].

Only 1% of AD cases have been attributed to 
hereditary causes. Numerous factors are consid-
ered predisposing factors for AD, starting from 
genetic variations in the presenilins and apoE 
genes [30] to systemic inflammation [31]. 
Oxidative and nitrosative stress play a major role 
in AD. They are found before Aβ plaques and 
may exacerbate and even induce the formation of 
Aβ and the hyperphosphorylation of tau, as well 
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as causing mitochondrial dysfunction, disrupting 
calcium signaling and activating microglia result-
ing in neuroinflammation [32].

NO effect on the brain can be converged in 
three main cellular effects, the effect on sGC and 
cGMP level, the effect on tyrosine nitration, and 
S-nitrosylation. Activating the sGC and increas-
ing the level of cAMP is considered protective as 
it causes vasodilatation thus reduces cerebral oxi-
dative stress and enhances the production of 
brain-derived neurotrophic factor (BDNF) 
through the CREB/BDNF pathway which has a 
neuroprotective effect [33]. It also reduces intra-
cellular Ca2+ thus prevents excitotoxicity [19].

Increased concentration of NO has been 
directly correlated with neurodegeneration and 
AD. High NO concentration results in the nitra-
tion of the tyrosine residue in the Hsp90 protein 
resulting in decrease in mitochondrial activity 
and neuronal death [34]. Nitrotyrosination of Aβ 
has been reported to stabilize the more toxic Aβ 
oligomers and prevent its polymerizations to the 
less toxic fibrils [35]. In addition, high concentra-
tions of nitrotyrosine were found in the spinal 
cord neurons of amyotrophic lateral sclerosis 
(ALS) patients and mice [21].

Finally, aberrant S-nitrosylation (SNO-) 
results in the malfunction of several proteins. 
These can be categorized into three categories; 
those affecting protein misfolding, those affect-
ing mitochondrial dysfunction and those regulat-
ing cell death pathway:

Protein misfolding
 (a) Parkin: a ligase and a transcriptional p-53 

repressor, upon nitrosylation both func-
tions are lost leading to the accumulation 
of misfolded proteins, aggregated Lewy 
bodies and neuronal death in Parkinson’s 
disease (PD) [36, 37].

 (b) Protein disulfide isomerase (PDI): is a 
chaperone enzyme that is active during 
protein synthesis and activation. 
Nitrosylation of PDI results in the accu-
mulation of misfolded proteins and neuro-
nal death in various neurodegenerative 
diseases where its concentration increases 
significantly in patients with AD and PD 

[38, 39]. Studies also correlate between 
the loss of PDI function and the oligomer-
ization of α-synuclein. α-synuclein aggre-
gates are primary components of Lewy 
bodies, the defining pathological feature 
of PD [40]. In addition, SNO-PDI cannot 
guard the neuronal cells against the aggre-
gation of misfolded superoxide dismutase 
1 (SOD1), a common component in ALS 
[37].

Mitochondrial dysfunction
 (a) Dynamin-related protein 1 (Drp1): is a 

GTPase essential for mitochondrial fis-
sion. Nitrosylating Drp1 increases its 
GTPase activity leading to the formation 
of pathologically small, fragmented mito-
chondria with a compromised function. It 
was found that Aβ and mutant Huntington- 
induced nitrosative stress cause aberrant 
S-nitrosylation of Drp1 in models of AD 
and Huntington disease (HD) respec-
tively. This was further confirmed by the 
high concentrations of SNO-Drp1 found 
in the postmortem brains of AD and HD 
patients [37, 41, 42].

 (b) Cyclin-dependent kinase 5 (Cdk5): is a 
serine/threonine kinase highly present in 
neurons. Upon activation, it phosphory-
lates a number of proteins related to neu-
rodegenerative diseases such as tau, 
MEF2 and Drp1. Cdk5 forms a complex 
with nNOS which facilitates the forma-
tion of the hyperactive SNO-Cdk5 under 
Aβ-induced nitrosative stress conditions. 
This explains the neuronal damage occur-
ring in AD as a result of hyperphosphory-
lation of the tau protein due to the loss of 
the cytoskeleton and the presence of high 
concentrations of SNO-Cdk5 in postmor-
tem brains of AD patients [43]. SNO- 
Cdk5 also acts as an S-nitrosylase for 
Drp1, transnitrosylating an adducted NO 
group from Cdk5 to Drp1, to form the 
hyperactive SNO-Drp1 [44].

Cell death regulating pathway
 (a) Glyceraldehyde-3-phosphate dehydro-

genase (GAPDH): a unique enzyme with 
a role in glycolysis and nuclear signaling 
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of apoptosis. Upon nitrosylation, GAPDH 
not only loses its function in the glyco-
lytic pathway resulting in a decrease in 
the ATP production, it also binds to an E3 
ubiquitin ligase enzyme named SIAH1. 
The GAPDH/SIAH1 complex allows the 
GAPDH into the nucleus where it stabi-
lizes the SIAH1 allowing it to degrade 
nuclear proteins and initiate an apoptotic 
cascade that may contribute to the pathol-
ogy of neurodegenerative diseases [37, 
45]. The GAPDH/SIAH1 complex facili-
tates the translocation of the mutant 
Huntington protein (mtHtt) into the 
nucleus suggesting a possible role in HD 
[45]. Also deprenyl, a drug preventing the 
S-nitrosylation of GAPDH and thus the 
binding to SIAH1 showed anti PD activity 
[21].

 (b) Caspases and X-linked inhibitor of 
apoptosis protein (XIAP): Caspases are 
a family of cysteine proteases that consist 
of 14 isoforms, which play an essential 
role in the apoptotic signal cascade. 
Caspases are formed constitutively in an 
inactive form which is activated in the 
presence of a proapoptotic signal by pro-
teolytic cleavage by initiator caspases 
including caspase-8, -9 and -10 [46]. 
XIAP is a protein that directly binds to 
caspase-3, -7 and -9 inhibiting their activ-
ity and targeting them for ubiquitination 
and degradation thus, accounting for its 
antiapoptotic role and neuroprotective 
effect [37]. S-nitrosylation ceases this 
inhibition resulting in apoptosis and neu-
ronal death. There is also evidence that 
nitrosylated caspases act as transnitrosyl-
ases to S-nitrosylate XIAP thus inhibiting 
the XIAP and activating themselves. 
Increased levels of SNO-XIAP have been 
found in brain samples from human 
patients with HD, PD and AD [47–49] 
which supports the notion that SNO- 
XIAP contributes to the pathogenesis of 
several neurodegenerative diseases.

 (c) Myocyte enhancer factor 2 (MEF2): is a 
transcription factor regulating neuronal 

survival in different regions in the brain as 
well as controlling synapse formation and 
dendritic remodeling. This is associated 
with neuronal plasticity, memory and 
learning [36]. S-nitrosylation prevents 
MEF2 from binding to the promoter 
region of downstream effector genes, thus 
inhibiting transcriptional activity and con-
tributing to both, impaired neurogenesis 
and neuronal death. Also, high levels of 
SNO-MEF2 were found in the brains of 
transgenic AD mice models and in AD 
patients [50].

5.2.3  Role of NO in Regulating 
Cerebral Blood Flow

NO plays a role in the regulation of cerebral 
blood flow via the additive effects of eNOS and 
nNOS. The eNOS-derived NO results in the 
relaxation of vascular smooth muscles and thus 
ensures an adequate blood flow to the brain 
despite of changing blood pressure [51].

Cerebral hyperaemia or neurovascular cou-
pling is the process of linking the cerebral blood 
flow to the neuronal activity to ensure an ade-
quate blood supply to the brain. The excitatory 
neurotransmitter glutamate acts on NMDA 
receptors resulting in the production of NO. The 
release of NO causes vasodilatation of cerebral 
blood vessels directly and through the production 
of the vasodilatory epoxyeicosatrienoic acids. 
Conversely, the depletion of NO decreases the 
production of epoxyeicosatrienoic acids and 
favors the synthesis of the vasoconstrictor 
20-hydroxyeicosatetraenoic acid [52].

5.2.4  Role of NO in Stroke

Stroke is defined by the WHO as the rapid onset 
of cerebral deficit lasting for more than 24 h, with 
no apparent cause other than a vascular one. It is 
considered the third leading cause of death after 
coronary heart disease and cancer [10]. Broadly 
it can be divided into ischemic strokes and hem-
orrhagic strokes.

A. Maher et al.



77

NO plays a dual pivotal role in the pathology 
of strokes on the vascular and cellular levels 
being both neuroprotective and neurotoxic.

5.2.4.1  Vascular Level
After cerebral insults, decreased consciousness is 
common, leading to hypoventilation and both 
hypoxia and hypercapnia. Depletion of NO will 
result in the loss of physiological response to the 
changes in oxygen and carbon dioxide, further 
exacerbating neuronal damage.

P-selectin is an endothelial cell adhesion mol-
ecule that promotes platelet aggregation and 
fibrin deposition. An association was found 
between the decrease in the level of NO and the 
expression of p-selectin, therefore NO depletion 
favors the formation of microthrombi and micro-
infarctions characteristic of hemorrhagic strokes 
as well as increasing the probability of ischemic 
strokes [53, 54].

Cortical spreading depression is a wave of 
abrupt and sustained mass depolarization in the 
cortical surface and promotes neuronal death in 
energy compromised tissues [55]. It plays a role 
in early brain injury, delayed ischemia after hem-
orrhagic strokes, traumatic brain injuries [51, 55] 
as well as migraine episodes [55]. Cerebral isch-
emia is an inducer of spreading depression and 
thus, NO depletion may be a predisposing factor 
for cortical spreading depression. Also, spread-
ing depression is accompanied by severe vaso-
constriction resulting in further ischemia, a 
process that is reversed by NO-donors as 
S-nitroso-N-acetylpenicillamine [55].

5.2.4.2  Cellular Level
Ischemia-reperfusion is accompanied by the pro-
duction of large concentrations of reactive oxy-
gen species (ROS). iNOS is believed to be 

overexpressed in the neutrophils migrating to the 
brain as a consequence of the stroke. Unlike the 
protective role of eNOS-NO, high concentrations 
of iNOS-NO within these cells was found to be 
neurotoxic as it reacts with the ROS produced 
during the ischemia-reperfusion forming another 
neurotoxic compound, peroxynitrite [56, 57]. 
Experiments showed that inhibiting iNOS or 
deleting the iNOS gene reduced the infarct size in 
mice by approximately 30% [57] (Fig. 5.2).

5.3  NO in Cancer

Due to the wide range of functions of NO in the 
body, its role in cancer is still controversial as 
several studies reported that NO has tumoricidal 
effects while others reported that it has tumor 
promoting properties. The dual role of NO in 
cancer and several diseases might be explained 
by concentration dependence [58, 59].

A concentration of NO less than 100 nM acts 
as an antiapoptotic and thereby favors tumor for-
mation and progression [60, 61] while, higher 
concentration of NO (more than 500 nM) is cyto-
toxic and proapoptotic thereby has an antitumor 
activity [62]. Macrophages, neutrophils, endo-
thelial cells, hepatocytes, cardiac myocytes and 
chondrocytes might produce high concentrations 
of NO capable of inducing cytotoxicity [63].

According to the WHO 2006 report, cere-
brovascular diseases represent 55% of 
DALYs of neurological diseases and repre-
sent more than 10% of the deaths world-
wide [10].

In 2012, WHO estimated that there were 
14 million new cases of cancer per year 
with a projection for this figure to rise to 
22 million annually within the next two 
decades. WHO cancer deaths are predicted 
to rise from an estimated 8.2 million annu-
ally to 13 million per year. Globally, in 
2012 the cancer types with the highest 
prevalence were lung, breast, and large 
bowel [141]. According to WHO, An esti-
mated 169.3 million years of healthy life 
(DALYs) were lost globally because of 
cancer in 2008 [142].
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However, the concentration of NO is not the 
only factor, as the cellular response of cancer 
cells are complicated by several factors including 
the cell or tumor type, duration of exposure, NO 
flux, and immune and vascular cells. Hence, the 
overall outcome of NO results from the interplay 
between NO itself and the tumor cell [63].

5.3.1  NO Tumoricidal Effects

5.3.1.1  cGMP Signaling Pathway
In the 1970s Criss et al. reported that sGC levels 
were low in the tissue extracts in the proliferating 
tissues. Furthermore, NO failed to increase 
cGMP levels in these tissues or activate sGC in 
the homogenates [64]. Recently, the same 
research group found that sGC α1 and β1 sub-
units expression is significantly lower in glioma 
preparations and cell lines. Furthermore, they 
revealed that restoring sGC function either by 

blocking PDE or the expression of the constitu-
tively active mutant sGCβ1Cys105 (instead of the 
wild type sGCβ1His105) correlated inversely with 
glioma cells growth [65]. This finding suggests 
that NO can prevent tumorigenesis, given that 
tumorigenesis and organogenesis possess com-
mon aspects [66].

5.3.1.2  NO Proapoptotic Effects
In 1993, Albina et al. reported that NO can induce 
apoptosis in macrophages [67]. Since then, sev-
eral studies have shown that several cells includ-
ing macrophages, pancreatic islets, thymocytes, 
and certain neuron types undergo apoptosis in 
response to NO by p53-dependent and p53- 
independent apoptosis [68].

p53-dependent apoptosis: p53 is a tumor 
suppressor gene whose expression leads to apop-
tosis caused by most of the DNA-damaging 
agents. The nuclear phosphoprotein p53 acts as a 
checkpoint control in the cell cycle. p53 activa-

Fig. 5.2 The Janus-face of NO in the CNS demonstrating its role in neuroprotection and neurotoxicity
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tion blocks G1/S and induces apoptosis in the 
case of severe DNA damage [68]. Several mecha-
nisms have been suggested for p53 proapoptotic 
action. Direct translocation of the p53 protein to 
the mitochondria activates pro-apoptotic Bcl-2 
family members [69, 70]. A recent study suggests 
that p53 activation can also induce 
 caspase- independent programmed cell death 
[71]. p53 eliminates tumor cells through the 
induction of senescence mediated by the cell 
cycle inhibitor p21 leading to tumor cells engulf-
ment by macrophages [72]. NO induces p53 up-
regulation and activates wild-type p53 by 
inducing its phosphorylation [68].

p53-independent apoptosis: NO initiated 
apoptosis in p53−/− mice [73] and p53-negative 
cell lines such as HL-60 and U937 [74]. A pro-
posed mechanism is through the nitrosylation of 
PKC [18].

5.3.2  NO Tumor Promoting Effects

5.3.2.1  NO Direct Genotoxicity
Under oxidative stress NO generates peroxyni-
trite and N2O3. Peroxynitrite can oxidize and 
nitrate DNA. It also attacks the sugar-phosphate 
backbone and may potentially cause single- 
strand DNA breaks. N2O3 is capable of nitrosat-
ing amines then alkylating DNA. Nitrosation of 
DNA bases leads to the formation of diazonium 
ions and subsequent deamination forming DNA- 
crosslinks [75].

Additionally, cytokine-mediated induction of 
iNOS was reported to diminish DNA repair 
capacity in carcinoma cell lines [76]. NO can 
also inactivate several DNA repair enzymes such 
as DNA alkyl-transferase, xeroderma pigmento-
sum- A protein and 8-oxoguanine glycosylase-1 
by S-nitrosylation of the cysteine residue in their 
active sites [77].

5.3.2.2  NOS Expression
Increased iNOS expression was observed in can-
cer both on the mRNA and protein levels. 
Thomsen et al. reported that iNOS activity was 
higher in less differentiated tumors in human 
breast cancer [78]. Other studies confirmed that 

iNOS is expressed by breast carcinoma cells and 
correlates with tumor stage and microvessel den-
sity [79–81].

Similarly, iNOS is markedly expressed in 
approximately 60% of human colon adenomas 
and in 20–25% of colon carcinomas, while the 
expression is either low or absent in the surround-
ing normal tissues. Head and neck, esophageal, 
lung, prostate, bladder and pancreatic carcino-
mas, brain tumors, Kaposi’s sarcoma, mesotheli-
oma, and hematological malignancies were all 
associated with high iNOS expression [77].

Increased expression of the other two isoforms 
of NOS was reported by several studies. High 
expression of nNOS and eNOS was detected in 
astrocytic tumors with the highest levels of 
expression found in higher grade tumors [82]. 
Another interesting finding was the presence of a 
strong positive correlation between eNOS and 
iNOS in breast carcinoma patients [81].

Lim et al. showed that eNOS induces Ras pro-
teins nitrosylation and activation in tumorigene-
sis. They suggested that the wild type Ras 
activates PI3K-AKT-eNOS-wild type Ras path-
way in cancer cells [83].

5.3.2.3  Caveolae Signaling
Caveolae are 50–100 nm invaginations of the 
plasma membrane. They serve as sites for the 
sequestration of signaling proteins and are char-
acterized by the presence of caveolin [84]. 
Caveolin1 (CAV1) binds eNOS and inhibits NO 
generation. When CAV1 is absent overproduc-
tion of NO takes place [85]. Overproduction of 
NO leads to mitochondrial dysfunction due to 
disruption of electron transport. NO reacts with 
superoxide to form peroxynitrite which inhibits 
complex I. NO also competes with oxygen and 
inhibits complex IV [86].

Many aggressive cancers are characterized by 
the underexpression of CAV1 cancer-associated 
fibroblasts. CAV1 underexpression is mediated 
by oxidative stress which leads to CAV1 degrada-
tion by autophagy. This aggravates oxidative 
stress which will lead to more decrease in CAV1 
via a feed-forward manner [87]. Absence of 
CAV1 was linked to poor cancer prognosis. 
Several studies reported the association of poor 
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clinical outcomes including early tumor recur-
rence, lymph node metastasis and resistance to 
tamoxifen to absence of CAV1 in breast cancer 
stroma [88, 89]. In contrast, a study showed that 
high CAV1 expression in breast cancer stroma 
was correlated with low survival [90].

Low CAV1 was also correlated to poor clini-
cal outcomes in other types of cancer including 
prostate [91] and gastric cancer [92].

5.3.2.4  NO Antiapoptotic Effects
In addition to its actions as a proapoptotic agent, 
NO mediates several antiapoptotic effects. The 
accumulated data indicate that physiological lev-
els of NO contribute to the balance between the 
antiapoptotic and proapoptotic forces within a 
cell by suppressing the apoptotic pathway at mul-
tiple levels and by several mechanisms. Through 
the activation of sGC, NO can increase cGMP 
levels, this interrupts apoptotic signaling in some 
cell types, including hepatocytes and splenocytes 
[93].

The cGMP-dependent antiapototic effects of 
NO include the suppression of mitochondrial 
cytochrome c release, ceramide generation, and 
caspase activation [94]. NO/cGMP induced the 
expression level of Bcl-2 in splenic B lympho-
cytes [95]. Li et al. pointed to the involvement of 
Akt/PKB activation in NO/cGMP-mediated anti-
apoptosis [96] which induces phosphorylation of 
Bcl-2-associated death promoter (BAD) and pro-
caspase- 9 and cytoprotective gene expression 
through NF-κB activation [94].

A second mechanism of antiapoptosis is the 
inhibition of caspase activity directly by 
S-nitrosylation [93] and indirectly by the activa-
tion of XIAP [49]. NO-mediated S-nitrosylation 
of the cysteine in caspase active site has been 
reported to inhibit apoptosis in hepatocytes [97, 
98], endothelial cells [99] and other tumor cell 
lines [100]. XIAP overexpression was considered 
a poor prognostic sign in breast cancer [101]. 
XIAP is a novel target for new anticancer agents 
[102, 103].

The release of cytochrome c is a key compo-
nent in the activation of caspase cascade and 
apoptosis [104]. NO inhibits cytochrome c 
release through the inhibition of caspase-8 
[105]. The inhibition of caspase-8 inhibits the 

proteolytic cleavage and activation of Bid 
(BH3- interacting domain death agonist), a pro-
apoptotic member of the Bcl-2 family. Cleavage 
and activation of Bid is an important step for its 
translocation to the mitochondria and induction 
of the cytochrome c release, which leads to the 
activation of downstream caspases and apopto-
sis [106].

NO was found also to regulate the expression 
of several proteins that take part in the apoptotic 
cascade. NO potentially induces cytoprotective 
proteins including Hsp70 and Hsp32, which pro-
tect hepatocytes from apoptosis induced by 
TNFα and oxidative or nitrosative stress [107, 
108]. The iNOS activating cytokines prevents 
apoptosis of wild type mice beta cells through the 
induction of Hsp70, the same cytokines failed to 
prevent apoptosis in iNOS-/- beta-cells [109]. 
NO also upregulates Bcl-2 [95] and COX [94] 
and downregulates MAP kinase phosphatise-3 
[110] which prevents apoptosis.

NO produced from iNOS contributes directly 
in GC to AT mutations in p53 which leads to loss 
of its repressor activity [111].

5.3.2.5  Cancer Metastasis
NO facilitates the blood flow to the tumor by vaso-
dilation and inhibition of leukocyte adhesion and 
increase in vascular permeability [112]. In addition, 
it promotes metastasis through inducing angiogen-
esis. When iNOS was transfected into colon adeno-
carcinoma line it produced tumors that grew more 
rapidly and more vascularized than wild type cells 
[113]. Excessive production of NO sustained tumor 
growth, which was correlated with invasive ability 
of tumor cells in vitro and induced tumor angiogen-
esis in vivo. Blocking of iNOS activity retarded the 
growth of xenografted tumors [114].

Cancer Metastasis is a multistage process 
that causes the spread and growth of tumor 
cells through angiogenesis, invasion, colo-
nization, and ultimately proliferation from 
the original neoplasm to other organs 
[143]. Angiogenesis is the process by 
which blood vessels are formed [144].
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Clinical studies also confirmed the positive 
correlation between iNOS activity and tumor 
vascularization in human head and neck cancer 
specimens [115, 116].

Vascular endothelial growth factor (VEGF) is 
an important proangiogenic factor which potenti-
ates microvascular hyperpermeability [117]. 
Purified VEGF as well as VEGF produced by 
tumor cells require functional NO/cGMP path-
way to promote neovascular growth via stimula-
tion of NO synthesis [118].

NO also activates COX-2 which has two 
important effects on tumor progression. It stimu-
lates the production of proangiogenic factors and 
prostaglandins and concomitantly inhibits apop-
tosis [112]. Sappayatosok et al. showed that 
iNOS, VEGF and COX-2 are expressed in oral 
squamous cell carcinoma and reported that 
VEGF correlates with tumor grading, tumor stag-

ing and angiogenesis while COX-2 correlates 
with cervical lymph node metastasis [119] 
(Fig. 5.3).

5.3.3  NOS Gene Polymorphisms 
and Cancer Risk

Several studies aimed at assessing the association 
between genetic polymorphism and the risk of 
cancer development, tumor aggressiveness and 
prognosis [120–122].

Medeiros et al. reported that the a-allele of 
eNOS 4a/b is associated with prostate cancer risk 
with a higher prevalence among patients with 
high-grade prostate cancer. On the other hand 
they found no significant difference in allele and 
genotype frequencies of Glu-Asp298 between 
prostate cancer patients and controls [120]. In 

Fig. 5.3 NO tumor promoting versus tumoricidal actions
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another study, Marangoni et al. identified that C 
allele eNOS −786T > C polymorphism was asso-
ciated with higher expression of eNOS and higher 
risk of prostate cancer [123]. In a study that eval-
uated the association of prostate cancer with four 
iNOS SNPs (−2892T/C, +14C/T, +88T/G, and 
+524G/A) and five eNOS SNPs (−762C/T, 
−43C/T, −26A/G, −63G/T, −62G/T) significant 
associations were observed with prostate cancer 
in all investigated SNPs except for iNOS 
–2892T/C [124].

A recent meta-analysis and case–control study 
suggest that eNOS -786T > C and 894G > T 
polymorphisms are significantly associated with 
the risk of breast cancer [125]. Another meta- 
analysis revealed that the polymorphisms in 
iNOS gene could not be considered a strong 
genetic risk factor. It also recommended combin-
ing both the genetic factors with other environ-
mental risk factors [126].

5.4  NO as a Therapeutic Agent/
Target

Due to its vital role in some of the most common 
neurological diseases and cancer, NO has been 
studied as a potential therapeutic agent/target.

5.4.1  In Neurodegenerative 
Diseases

Although nNOS and iNOS are responsible for 
the production of NO in the brain, iNOS is a 
more suitable target as it is directly related to 
inflammation and is responsible for the produc-
tion of copious NO levels. Several iNOS inhibi-
tors have been reported to have neuroprotective 
effects in Parkinson’s disease and showed an 
improvement in the models being studied [127].

5.4.2  In Stroke

In stroke NO is essential for vasodilatation thus 
improving cerebral blood flow and preventing 
ischemia and spreading depression as well as 
migraine episodes. The use of NO-donors as 

potential treatments for different types of strokes 
is currently under study.

The use of NO-donors was found to reduce 
the infarct size in experimental animals and 
improve both the cerebral blood flow and the 
neurological performance if administered early 
enough [55, 128]. Also, some of these com-
pounds were found to decrease lipid peroxidation 
and tyrosine nitration by inhibiting nNOS via 
nitrosylation and iNOS via suppressing the JNK 
pathway. The NO produced from these donors is 
different from that produced endogenously in 
that it is not easily released and thus, it can’t 
increase to the extent of forming peroxynitrites 
[128, 129].

Large clinical trials on the use of transdermal 
glyceryl trinitrate directly after the stroke showed 
that it increased survivability and improved func-
tional outcome significantly [130].

5.4.3  NO in Cancer Medicine

The dual role of NO as tumoricidal and tumor 
promoting mediator had attracted the researchers 
to investigate both NOS inhibitors and 
NO-donating compounds as potential anti-cancer 
agents [131].

NO-mediated anticancer drugs act either by 
direct killing or chemosensitization. Direct killing 
of cancer cells can be achieved with high concen-
tration of micromolar to millimolar concentra-
tions of NO [132]. The use of NO-donors in direct 
killing is limited due to poor bioavailability and 
instability during storage and systemic circulation 
[133].

Combinations of the NO-donating with an 
existing anticancer drug were prepared to 
increase its efficacy. From these combinations 
the compound PABA/NO had been effective 
against human leukemia cell [134] and the 
NO-releasing prodrug JS-K could inhibit tumor 
growth in multiple myeloma cells [135]. A recent 
study revealed that JS-K stimulated caspase-3, 
caspase-9, Bax, TNFα, and IL-1b leading to 
apoptosis in Hep3B cells [136]. JS-K has been 
also shown to upregulate the expression of anti- 
angiogenesis genes thrombospodin-1 and its 
receptor CD36 in HL-60 cells [137].
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GT-094 was the first promising nitrate for 
colorectal cancer chemoprevention due to its 
anti-inflammatory and cytoprotective activity 
[138]. Another study demonstrated that 
NO-releasing aspirin NO-ASA has 1000-fold 
antiproliferative effects compared to aspirin in 
human colon cancer models [139].

NO can be used to overcome the multidrug 
resistance of cancer cells by reducing DNA repair 
and detoxification capacity, enhancing nuclear 
transport of drug, inhibiting HIF and NF-κB, 
and/or inactivating drug efflux proteins [133].

5.5  Conclusion

NO is a central molecule in many signaling cas-
cades in various organs. This accounts for its dual 
role and sometimes the contradictory effects of 
NO, physiologically and pathologically.

NO concentration is one important factor in 
determining how NO acts. In CNS, physiological 
concentrations of NO play a role in memory for-
mation and regulation of cerebral blood flow 
thus, acting as a neuroprotective factor. High NO 
concentrations mediate neurotoxicity leading to 

neurodegenerative diseases and stroke. In cancer, 
low concentrations of NO favor tumor formation 
while high concentrations have tumoricidal 
effects. However, the concentration is not the 
only factor that controls NO actions as other fac-
tors including cell type and duration of exposure 
to NO also play a considerable role in the deter-
mination of NO outcome [62].

The NO-mediated neurodegenerative diseases 
and cancer share many common aspects as oxida-
tive stress and DNA damage. High concentra-
tions of NO, secreted mainly by iNOS, react with 
free radicals including superoxide to produce 
reactive nitrogen species (RNS) such as per-
oxynitrite that has a direct genotoxic effect by 
inducing DNA alkylation and DNA breaks. The 
use of antioxidants is believed to reduce the inci-
dence of both diseases [140].

In contrast, the dual role of NO in apoptosis 
plays a role in the reciprocal regulation of both 
diseases. The proapoptotic effect of NO induces 
neurodegenerative diseases and inhibits tumori-
genesis and tumor progression while the anti-
apoptotic effect of NO is neuroprotective but 
tumor promoting (Fig. 5.4).

Fig. 5.4 The link between NO roles in neurodegenerative diseases and cancer

5 The Role of Nitric Oxide from Neurological Disease to Cancer



84

References

 1. Moncada S, Palmer RM, Higgs EA (1988) The dis-
covery of nitric oxide as the endogenous nitrovaso-
dilator. Hypertension 12:365–372

 2. Ignarro LJ (1989) Endothelium-derived nitric oxide: 
actions and properties. FASEB J 3:31–36

 3. Murad F (2011) Nitric oxide: the coming of the 
second messenger. Rambam Maimonides Med 
J 2:e0038

 4. Thomas DD (2015) Breathing new life into nitric 
oxide signaling: a brief overview of the inter-
play between oxygen and nitric oxide. Redox Biol 
5:225–233

 5. Forstermann U, Sessa WC (2012) Nitric oxide 
synthases: regulation and function. Eur Heart 
J 33:829–837

 6. Alderton WK, Cooper CE, Knowles RG (2001) 
Nitric oxide synthases: structure, function and inhi-
bition. Biochem J 357:593–615

 7. Bian K, Murad F (2014) What is next in nitric oxide 
research? From cardiovascular system to cancer 
biology. Nitric Oxide 43:3–7

 8. El-Sehemy A, Postovit L-M, Fu Y (2016) Nitric 
oxide signaling in human ovarian cancer: a potential 
therapeutic target. Nitric Oxide Biol Chem 54:30–37

 9. Adams L, Franco MC, Estevez AG (2015) Reactive 
nitrogen species in cellular signaling. Exp Biol Med 
(Maywood) 240:711–717

 10. WHO (2006) Public health challenges WHO Library 
Cataloguing-in-Publication Data. World Health 
Organization

 11. Thakur KT et al (2016) Chapter 5 Neurological dis-
orders. Ment Neurol Subst Use Disord Dis Control 
Priorities, Third Ed 4:265

 12. Jiang Z et al (2014) Role of nitric oxide synthases in 
early blood-brain barrier disruption following tran-
sient focal cerebral ischemia. PLoS One 9:e93134

 13. Kudlow P, Cha DS, Carvalho AF, McIntyre RS 
(2016) Nitric oxide and major depressive disorder: 
pathophysiology and treatment implications. Curr 
Mol Med 16:206–215

 14. Calabrese V et al (2007) Nitric oxide in the central 
nervous system: neuroprotection versus neurotoxic-
ity. Nat Rev Neurosci 8:766–775

 15. Benarroch EE (2011) Nitric oxide: a pleiotropic sig-
nal in the nervous system. Neurology 77:1568–1576

 16. Pierrefiche O, Naassila M (2014) Endogenous nitric 
oxide but not exogenous no-donor S-nitroprussiate 
facilitates NMDA excitation in spontaneous 
rhythmic neonatal rat brainstem slice. Brain Res 
1543:9–16

 17. Prast H, Philippu A (2001) Nitric oxide as modulator 
of neuronal function. Prog Neurobiol 64:51–68

 18. Dash PR et al (2007) Fas ligand-induced apoptosis is 
regulated by nitric oxide through the inhibition of fas 
receptor clustering and the nitrosylation of protein 
kinase Cε. Exp Cell Res 313:3421–3431

 19. Benarroch EE (2011) NMDA receptors: recent 
insights and clinical correlations. Neurology 
76:1750–1757

 20. Um H-C, Jang J-H, Kim D-H, Lee C, Surh Y-J (2011) 
Nitric oxide activates Nrf2 through S-nitrosylation 
of Keap1 in PC12 cells. Nitric Oxide 25:161–168

 21. Knott AB, Bossy-Wetzel E (2009) Nitric oxide in 
halth and disease of the nervous system. Antioxid 
Redox Signal 11:541–553

 22. Nakamura T, Lipton SA (2011) Redox modulation 
by S-nitrosylation contributes to protein misfold-
ing, mitochondrial dynamics, and neuronal synaptic 
damage in neurodegenerative diseases. Cell Death 
Differ 18:1478–1486

 23. Linares D et al (2006) Neuronal nitric oxide synthase 
plays a key role in CNS demyelination. J Neurosci 
26:12672–12681

 24. Calabrese V et al (2009) Nitric oxide in cell sur-
vival: a janus molecule. Antioxid Redox Signal 
11:2717–2739

 25. Alzheimer’s Association (2016) 2016 Alzheimer’s 
disease facts and figures. Alzheimers Dement 
12:459–509

 26. Rivera DS, Inestrosa NC, Bozinovic F (2016) On 
cognitive ecology and the environmental factors that 
promote Alzheimer disease: lessons from Octodon 
degus (Rodentia: Octodontidae). Biol Res 49:10

 27. Querfurth HW, LaFerla FM (2010) Alzheimer’s 
Disease. N Engl J Med 362:329–344

 28. Berridge MJ (2014) Calcium regulation of neural 
rhythms, memory and Alzheimer’s disease. J Physiol 
592:281–293

 29. Iqbal K, Liu F, Gong C-X (2014) Alzheimer disease 
therapeutics: focus on the disease and not just plaques 
and tangles. Biochem Pharmacol 88:631–639

 30. Bird TD (2008) Genetic aspects of Alzheimer dis-
ease. Genet Med 10:231–239

 31. Holmes C et al (2009) Systemic inflammation and 
disease progression in Alzheimer disease. Neurology 
73:768–774

 32. Balez R, Ooi L (2016) Getting to NO Alzheimer’s 
disease: neuroprotection versus neurotoxicity medi-
ated by nitric oxide. Oxidative Med Cell Longev 
2016:3806157

 33. Guo H et al (2017) FFPM, a PDE4 inhibitor, reverses 
learning and memory deficits in APP/PS1 trans-
genic mice via cAMP/PKA/CREB signaling and 
anti-inflammatory effects. Neuropharmacology 116: 
260–269

 34. Franco MC et al (2015) Nitration of Hsp90 on tyro-
sine 33 regulates mitochondrial metabolism. J Biol 
Chem 290:19055–19066

 35. Guivernau B et al (2016) Amyloid- peptide nitrotyros-
ination stabilizes oligomers and enhances NMDAR- 
mediated toxicity. J Neurosci 36:11693–11703

 36. Ryan SD et al (2013) Isogenic human iPSC par-
kinson’s model shows nitrosative stress-induced 
dysfunction in MEF2-PGC1α transcription. Cell 
155:1351–1364

A. Maher et al.



85

 37. Nakamura T et al (2015) Aberrant protein 
S-nitrosylation contributes to the pathophysiol-
ogy of neurodegenerative diseases. Neurobiol Dis 
84:99–108

 38. Xu B et al (2014) Alpha-synuclein oligomerization in 
manganese-induced nerve cell injury in brain slices: 
a role of NO-mediated S-nitrosylation of protein 
disulfide isomerase. Mol Neurobiol 50:1098–1110

 39. Uehara T et al (2006) S-nitrosylated protein- 
disulphide isomerase links protein misfolding to 
neurodegeneration. Nature 441:513–517

 40. Benskey MJ, Perez RG, Manfredsson FP (2016) The 
contribution of alpha synuclein to neuronal survival 
and function – implications for Parkinson’s disease. 
J Neurochem 137:331–359

 41. Cho D-H, Nakamura T, Lipton SA (2010) 
Mitochondrial dynamics in cell death and neurode-
generation. Cell Mol Life Sci 67:3435–3447

 42. Haun F et al (2013) S-nitrosylation of dynamin- 
related protein 1 mediates mutant huntingtin- 
induced mitochondrial fragmentation and neuronal 
injury in huntington’s disease. Antioxid Redox 
Signal 19:1173–1184

 43. Qu J et al (2011) S-nitrosylation activates Cdk5 and 
contributes to synaptic spine loss induced by -amy-
loid peptide. Proc Natl Acad Sci 108:14330–14335

 44. Nakamura T, Cho D-H, Lipton SA (2012) Redox 
regulation of protein misfolding, mitochondrial dys-
function, synaptic damage, and cell death in neuro-
degenerative diseases. Exp Neurol 238:12–21

 45. Bae B-I et al (2006) Mutant huntingtin: nuclear trans-
location and cytotoxicity mediated by GAPDH. Proc 
Natl Acad Sci 103:3405–3409

 46. Wu H et al (2014) Caspases: a molecular switch 
node in the crosstalk between autophagy and apop-
tosis. Int J Biol Sci 10:1072–1083

 47. Tsang AHK et al (2009) S-nitrosylation of XIAP 
compromises neuronal survival in Parkinson’s dis-
ease. Proc Natl Acad Sci U S A 106:4900–4905

 48. Nakamura T et al (2010) Transnitrosylation of XIAP 
regulates caspase-dependent neuronal cell death. 
Mol Cell 39:184–195

 49. Nakamura T, Lipton SA (2016) Protein S-nitrosylation 
as a therapeutic target for neurodegenerative diseases. 
Trends Pharmacol Sci 37:73–84

 50. Okamoto S, Lipton SA (2015) S-nitrosylation in 
neurogenesis and neuronal development. Biochim 
Biophys Acta 1850:1588–1593

 51. Garry PS, Ezra M, Rowland MJ, Westbrook J, 
Pattinson KTS (2015) The role of the nitric oxide 
pathway in brain injury and its treatment – from 
bench to bedside. Exp Neurol 263:235–243

 52. Attwell D et al (2010) Glial and neuronal control of 
brain blood flow. Nature 468:232–243

 53. Minamino T et al (1998) Increased expression of 
P-selectin on platelets is a risk factor for silent cere-
bral infarction in patients with atrial fibrillation: role 
of nitric oxide. Circulation 98:1721–1727

 54. Sabri M et al (2012) Mechanisms of microthrombi 
formation after experimental subarachnoid hemor-
rhage. Neuroscience 224:26–37

 55. Dreier JP, Reiffurth C (2015) The stroke-migraine 
depolarization continuum. Neuron 86:902–922

 56. Kim JY, Park J, Chang JY, Kim S-H, Lee JE (2016) 
Inflammation after ischemic stroke: the role of leu-
kocytes and glial cells. Exp Neurobiol 25:241–251

 57. Garcia-Bonilla L et al (2014) Inducible nitric oxide 
synthase in neutrophils and endothelium contrib-
utes to ischemic brain injury in mice. J Immunol 
193:2531–2537

 58. Ridnour LA et al (2006) The biphasic nature of nitric 
oxide responses in tumor biology. Antioxid Redox 
Signal 8:1329–1337

 59. Martínez MC, Andriantsitohaina R (2009) Reactive 
nitrogen species: molecular mechanisms and poten-
tial significance in health and disease. Antioxid 
Redox Signal 11:669–702

 60. Oronsky B, Fanger GR, Oronsky N, Knox S, 
Scicinski J (2014) The implications of hyponitroxia 
in cancer. Transl Oncol 7:167–173

 61. Lechner M, Lirk P, Rieder J (2005) Inducible nitric 
oxide synthase (iNOS) in tumor biology: the two sides 
of the same coin. Semin Cancer Biol 15:277–289

 62. Ridnour LA et al (2008) Molecular mechanisms for 
discrete nitric oxide levels in cancer. Nitric Oxide 
19:73–76

 63. Vannini F, Kashfi K, Nath N (2015) The dual role of 
iNOS in cancer. Redox Biol 6:334–343

 64. Criss WE, Murad F, Kimura H, Morris HP (1976) 
Properties of guanylate cyclase in adult rat liver and 
several Morris hepatomas. Biochim Biophys Acta 
Enzymol 445:500–508

 65. Zhu H et al (2011) Restoring soluble guanylyl 
cyclase expression and function blocks the aggres-
sive course of glioma. Mol Pharmacol 80:1076

 66. Singh SK et al (2004) Identification of human brain 
tumour initiating cells. Nature 432:396–401

 67. Albina JE, Cui S, Mateo RB, Reichner JS (1993) 
Nitric oxide-mediated apoptosis in murine perito-
neal macrophages. J Immunol 150:5080–5085

 68. Messmer UK, Brüne B (1996) Nitric oxide-induced 
apoptosis: p53-dependent and p53-independent sig-
nalling pathways. Biochem J 319:299–305

 69. Chipuk JE et al (2004) Direct activation of bax by 
p53 mediates mitochondrial membrane permeabili-
zation and apoptosis. Science (80-.) 303:1010–1014

 70. Mihara M et al (2003) p53 has a direct apoptogenic 
role at the mitochondria. Mol Cell 11:577–590

 71. Tovar C et al (2013) MDM2 small-molecule antago-
nist RG7112 activates p53 signaling and regresses 
human tumors in preclinical cancer models. Cancer 
Res 73:2587–2597

 72. Lujambio A et al (2013) Non-cell-autonomous 
tumor suppression by p53. Cell 153:449–460

 73. Strasser A, Harris AW, Jacks T, Cory S (1994) 
DNA damage can induce apoptosis in proliferat-

5 The Role of Nitric Oxide from Neurological Disease to Cancer



86

ing  lymphoid cells via p53-independent mecha-
nisms inhibitable by Bcl-2. Cell 79:329–339

 74. Bicknell GR, Snowden RT, Cohen GM (1994) 
Formation of high molecular mass DNA fragments 
is a marker of apoptosis in the human leukaemic cell 
line, U937. J Cell Sci 107:2483

 75. Xu W, Lliu LZ, Loizidou M, Ahmed M, Charles IG 
(2002) The role of nitric oxide in cancer. Cell Res 
12:311–320

 76. Jaiswal M, LaRusso N, Burgart L, Gores G (2000) 
Inflammatory cytokines induce DNA damage and 
inhibit DNA repair in cholangiocarcinoma cells by 
a nitric oxide-dependent mechanism. Cancer Res 
60(1):184–190

 77. Mocellin S, Bronte V, Nitti D (2007) Nitric oxide, 
a double edged sword in cancer biology: search-
ing for therapeutic opportunities. Med Res Rev 
27:317–352

 78. Thomsen LL et al (1995) Nitric oxide synthase activ-
ity in human breast cancer. Br J Cancer 72:41–44

 79. Reveneau S et al (1999) Nitric oxide synthase in 
human breast cancer is associated with tumor grade, 
proliferation rate, and expression of progesterone 
receptors. Lab Investig 79:1215–1225

 80. Vakkala M et al (2000) Inducible nitric oxide syn-
thase expression, apoptosis, and angiogenesis in in 
situ and invasive breast carcinomas. Clin Cancer Res 
6:2408–2416

 81. Loibl S et al (2002) Expression of endothelial and 
inducible nitric oxide synthase in benign and malig-
nant lesions of the breast and measurement of nitric 
oxide using electron paramagnetic resonance spec-
troscopy. Cancer 95:1191–1198

 82. Nathan C, Xie QW (1994) Nitric oxide synthases: 
roles, tolls, and controls. Cell 78:915–918

 83. Lim K-H, Ancrile BB, Kashatus DF, Counter 
CM (2008) Tumour maintenance is mediated by 
eNOS. Nature 452:646–649

 84. Martinez-Outschoorn UE, Sotgia F, Lisanti MP 
(2015) Caveolae and signalling in cancer. Nat Rev 
Cancer 15:225–237

 85. Feron O, Saldana F, Michel JB, Michel T (1998) The 
endothelial nitric-oxide synthase-caveolin regula-
tory cycle. J Biol Chem 273:3125–3128

 86. Cleeter MWJ, Cooper JM, Darley-Usmar VM, 
Moncada S, Schapira AHV (1994) Reversible inhi-
bition of cytochrome c oxidase, the terminal enzyme 
of the mitochondrial respiratory chain, by nitric 
oxide. FEBS Lett 345:50–54

 87. Martinez-Outschoorn UE, Lisanti MP, Sotgia F 
(2014) Catabolic cancer-associated fibroblasts trans-
fer energy and biomass to anabolic cancer cells, fuel-
ing tumor growth. Semin Cancer Biol 25:47–60

 88. Witkiewicz AK et al (2009) An absence of stromal 
caveolin-1 expression predicts early tumor recur-
rence and poor clinical outcome in human breast 
cancers. Am J Pathol 174:2023–2034

 89. Sloan EK et al (2009) Stromal cell expression of 
caveolin-1 predicts outcome in breast cancer. Am 
J Pathol 174:2035–2043

 90. Goetz JG et al (2011) Biomechanical remodeling of 
the microenvironment by stromal caveolin-1 favors 
tumor invasion and metastasis. Cell 146:148–163

 91. Ayala G et al (2013) Loss of caveolin-1 in prostate 
cancer stroma correlates with reduced relapse-free 
survival and is functionally relevant to tumour pro-
gression. J Pathol 231:77–87

 92. Zhao X et al (2013) Caveolin-1 expression level in 
cancer associated fibroblasts predicts outcome in 
gastric cancer. PLoS One 8:e59102

 93. Kim YM, Bombeck CA, Billiar TR (1999) Nitric 
oxide as a bifunctional regulator of apoptosis. Circ 
Res 84:253–256

 94. Choi B-M, Pae H-O, Jang SII, Kim Y-M, Chung H-T 
(2002) Nitric oxide as a pro-apoptotic as well as anti- 
apoptotic modulator endogenous NO production and 
NO donors. J Biochem Mol Biol 35:116–126

 95. Genaro AM, Hortelano S, Alvarez A, Martínez C, 
Boscá L (1995) Splenic B lymphocyte programmed 
cell death is prevented by nitric oxide release through 
mechanisms involving sustained Bcl-2 levels. J Clin 
Invest 95:1884–1890

 96. Li J, Yang S, Billiar TR (2000) Cyclic nucleotides 
suppress tumor necrosis factor alpha-mediated 
apoptosis by inhibiting caspase activation and cyto-
chrome c release in primary hepatocytes via a mech-
anism independent of Akt activation. J Biol Chem 
275:13026–13034

 97. Kim Y et al (2000) Nitric oxide prevents tumor 
necrosis factor α–induced rat hepatocyte apopto-
sis by the interruption of mitochondrial apoptotic 
signaling through S-nitrosylation of caspase-8. 
Hepatology 32:770–778

 98. Kim YM, Talanian RV, Billiar TR (1997) Nitric 
oxide inhibits apoptosis by preventing increases in 
caspase-3-like activity via two distinct mechanisms. 
J Biol Chem 272:31138–31148

 99. Ceneviva GD et al (1998) Nitric oxide inhibits 
lipopolysaccharide-induced apoptosis in pulmonary 
artery endothelial cells. Am J Phys 275:L717–L728

 100. Mannick JB, Asano K, Izumi K, Kieff E, Stamler 
JS (1994) Nitric oxide produced by human B lym-
phocytes inhibits apoptosis and epstein-barr virus 
reactivation. Cell 79:1137–1146

 101. Hussain AR et al (2015) Xiap over-expression is a 
poor prognostic marker in breast cancer and can be 
targeted to induce efficient apoptosis. Cancer Res 75

 102. Ji J et al (2015) XIAP maintains the characteristics 
of cancer stem cells and is a therapeutic target in 
nasopharyngeal carcinoma. Cancer Res 75

 103. Gu L et al (2016) Discovery of dual inhibitors of 
MDM2 and XIAP for cancer treatment. Cancer Cell 
30:623–636

 104. Yang J et al (1997) Prevention of apoptosis by Bcl-2: 
release of cytochrome c from mitochondria blocked. 
Science 275:1129–1132

 105. Kim YM, Chung HT, Simmons RL, Billiar TR (2000) 
Cellular non-heme iron content is a determinant of 
nitric oxide-mediated apoptosis, necrosis, and cas-
pase inhibition. J Biol Chem 275:10954–10961

A. Maher et al.



87

 106. Li H, Zhu H, Xu CJ, Yuan J (1998) Cleavage of BID 
by caspase 8 mediates the mitochondrial damage in 
the Fas pathway of apoptosis. Cell 94:491–501

 107. Kim Y-M, Bergonia H, Lancaster JR (1995) Nitrogen 
oxide-induced autoprotection in isolated rat hepato-
cytes. FEBS Lett 374:228–232

 108. Kim YM, de Vera ME, Watkins SC, Billiar TR 
(1997) Nitric oxide protects cultured rat hepatocytes 
from tumor necrosis factor-alpha-induced apoptosis 
by inducing heat shock protein 70 expression. J Biol 
Chem 272:1402–1411

 109. Liu D et al (2000) Cytokines induce apoptosis in 
beta-cells isolated from mice lacking the inducible 
isoform of nitric oxide synthase (iNOS-/-). Diabetes 
49:1116–1122

 110. Rössig L et al (2000) Nitric oxide down-regulates 
MKP-3 mRNA levels: involvement in endothe-
lial cell protection from apoptosis. J Biol Chem 
275:25502–25507

 111. Choudhari SK, Chaudhary M, Bagde S, Gadbail AR, 
Joshi V (2013) Nitric oxide and cancer: a review. 
World J Surg Oncol 11:118

 112. Ziche M, Morbidelli L (2000) Nitric oxide and 
angiogenesis. J Neuro-Oncol 50:139–148

 113. Jenkins DC et al (1995) Roles of nitric oxide in tumor 
growth. Proc Natl Acad Sci U S A 92:4392–4396

 114. Morbidelli L, Donnini S, Ziche M (2004) Role of 
nitric oxide in tumor angiogenesis. Cancer Treat Res 
117:155–167

 115. Gallo O et al (1998) Role of nitric oxide in angiogen-
esis and tumor progression in head and neck cancer. 
J Natl Cancer Inst 90:587–596

 116. Franchi A et al (2002) Inducible nitric oxide syn-
thase expression in laryngeal neoplasia: correlation 
with angiogenesis. Head Neck 24:16–23

 117. Hoeben A et al (2004) Vascular endothelial growth 
factor and angiogenesis. Pharmacol Rev 56.

 118. Wiseman H, Halliwell B (1996) Damage to DNA by 
reactive oxygen and nitrogen species: role in inflam-
matory disease and progression to cancer. Biochem 
J 313:17–29

 119. Sappayatosok K et al (2009) Expression of pro- 
inflammatory protein, iNOS, VEGF and COX-2 in 
oral squamous cell carcinoma (OSCC), relationship 
with angiogenesis and their clinico- pathological 
correlation. Med Oral Patol Oral Cir Bucal 
14:E319–E324

 120. Medeiros RM et al (2002) Outcome in prostate can-
cer: association with endothelial nitric oxide syn-
thase Glu-Asp298 polymorphism at exon 7. Clin 
Cancer Res 8:3433–3437

 121. Ghilardi G et al (2003) Vascular invasion in human 
breast cancer is correlated to T-->786C polymor-
phism of NOS3 gene. Nitric Oxide Biol Chem 
9:118–122

 122. Tatemichi M et al (2005) Increased risk of intestinal 
type of gastric adenocarcinoma in Japanese women 
associated with long forms of CCTTT pentanucleo-
tide repeat in the inducible nitric oxide synthase pro-
moter. Cancer Lett 217:197–202

 123. Marangoni K, Araújo TG, Neves AF, Goulart LR 
(2008) The -786T>C promoter polymorphism of the 
NOS3 gene is associated with prostate cancer pro-
gression. BMC Cancer 8:273

 124. Lee K-M et al (2009) Nitric oxide synthase 
gene polymorphisms and prostate cancer risk. 
Carcinogenesis 30:621–625

 125. Gao X, Wang J, Wang W, Wang M, Zhang J (2015) 
eNOS genetic polymorphisms and cancer risk a 
meta-analysis and a case–control study of breast 
cancer. Medicine (Baltimore) 94:1–10

 126. Jiao J, Wu J, Huang D, Liu L (2015) Lack of asso-
ciation of the iNOS gene polymorphism with risk of 
cancer: a systematic review and Meta-Analysis. Sci 
Rep 5:9889

 127. Koppula S, Kumar H, Kim IS, Choi D-K (2012) 
Reactive oxygen species and inhibitors of inflam-
matory enzymes, NADPH oxidase, and iNOS in 
experimental models of Parkinson’s disease. Mediat 
Inflamm 2012:823902

 128. Godínez-Rubí M, Rojas-Mayorquín AE, Ortuño- 
Sahagún D (2013) Nitric oxide donors as neuro-
protective agents after an ischemic stroke-related 
inflammatory reaction. Oxidative Med Cell Longev 
2013:297357

 129. Atochin DN et al (2016) A novel dual NO-donating 
oxime and c-Jun N-terminal kinase inhibitor pro-
tects against cerebral ischemia–reperfusion injury in 
mice. Neurosci Lett 618:45–49

 130. Woodhouse L et al (2015) Effect of hyperacute 
administration (within 6 hours) of transdermal glyc-
eryl trinitrate, a nitric oxide donor, on outcome after 
stroke. Stroke 46:3194–3201

 131. Hickok JR, Thomas DD (2010) Nitric oxide and 
cancer therapy: the emperor has NO clothes. Curr 
Pharm Des 16:381–391

 132. Kanayama N, Yamaguchi K, Nagasaki Y (2010) 
PEGylated polymer micelle-based nitric oxide (NO) 
photodonor with NO-mediated antitumor activity. 
Chem Lett 39:1008–1009

 133. Kim J, Yung BC, Kim WJ, Chen X (2016) 
Combination of nitric oxide and drug delivery 
systems: tools for overcoming drug resistance in 
chemotherapy. J Control Release. doi:10.1016/j.
jconrel.2016.12.026

 134. Chakrapani H et al (2008) Synthesis, nitric oxide 
release, and anti-leukemic activity of glutathione- 
activated nitric oxide prodrugs: structural analogues 
of PABA/NO, an anti-cancer lead compound. Bioorg 
Med Chem 16:2657–2664

 135. Kiziltepe T et al (2007) JS-K, a GST-activated nitric 
oxide generator, induces DNA double-strand breaks, 
activates DNA damage response pathways, and 
induces apoptosis in vitro and in vivo in human mul-
tiple myeloma cells. Blood 110:709–718

 136. Dong R et al (2017) Effects of JS-K, a novel 
anti- cancer nitric oxide prodrug, on gene expres-
sion in human hepatoma Hep3B cells. Biomed 
Pharmacother 88:367–373. doi:10.1016/j.biopha. 
2017.01.080

5 The Role of Nitric Oxide from Neurological Disease to Cancer

http://dx.doi.org/10.1016/j.jconrel.2016.12.026
http://dx.doi.org/10.1016/j.jconrel.2016.12.026
http://dx.doi.org/10.1016/j.biopha.2017.01.080
http://dx.doi.org/10.1016/j.biopha.2017.01.080


88

 137. Liu J et al (2009) Gene expression profiling for nitric 
oxide prodrug JS-K to kill HL-60 myeloid leukemia 
cells. Genomics 94:32–38

 138. Hagos GK et al (2007) Colon cancer chemopre-
vention by a novel NO chimera that shows anti- 
inflammatory and antiproliferative activity in vitro 
and in vivo. Mol Cancer Ther 6:2230–2239

 139. Gao J, Liu X, Rigas B (2005) Nitric oxide-donating 
aspirin induces apoptosis in human colon cancer 
cells through induction of oxidative stress. Proc Natl 
Acad Sci 102:17207–17212

 140. Aliev G et al (2013) Link between cancer and 
Alzheimer disease via oxidative stress induced by 
nitric oxide-dependent mitochondrial DNA overpro-

liferation and deletion. Oxidative Med Cell Longev 
2013:962984

 141. Stewart B, Wild CP (eds) (2014). International 
Agency for Research on Cancer, W World Cancer 
Rep 2014

 142. International Agency for Research on Cancer 
and Cancer Research UK (2014) World cancer 
factsheet.

 143. Fidler I, Timeline J (2003) The pathogenesis of can-
cer metastasis: the ‘seed and soil’ hypothesis revis-
ited. Nat Rev Cancer 3:453–458

 144. Nishida N, Yano H, Nishida T, Kamura T, Kojiro 
M (2006) Angiogenesis in cancer. Vasc Health Risk 
Manag 2:213–219

A. Maher et al.



89© American Association of Pharmaceutical Scientists 2017 
S. El-Khamisy (ed.), Personalised Medicine, Advances in Experimental Medicine and Biology 1007, 
DOI 10.1007/978-3-319-60733-7_6

RNA Nuclear Export: 
From Neurological Disorders 
to Cancer

Guillaume M. Hautbergue

Abstract

The presence of a nuclear envelope, also known as nuclear membrane, 
defines the structural framework of all eukaryotic cells by separating the 
nucleus, which contains the genetic material, from the cytoplasm where 
the synthesis of proteins takes place. Translation of proteins in Eukaryotes 
is thus dependent on the active transport of DNA-encoded RNA molecules 
through pores embedded within the nuclear membrane. Several mecha-
nisms are involved in this process generally referred to as RNA nuclear 
export or nucleocytoplasmic transport of RNA. The regulated expression 
of genes requires the nuclear export of protein-coding messenger RNA 
molecules (mRNAs) as well as non-coding RNAs (ncRNAs) together with 
proteins and pre-assembled ribosomal subunits. The nuclear export of 
mRNAs is intrinsically linked to the co-transcriptional processing of 
nascent transcripts synthesized by the RNA polymerase II. This functional 
coupling is essential for the survival of cells allowing for timely nuclear 
export of fully processed transcripts, which could otherwise cause the 
translation of abnormal proteins such as the polymeric repeat proteins pro-
duced in some neurodegenerative diseases. Alterations of the mRNA 
nuclear export pathways can also lead to genome instability and to various 
forms of cancer. This chapter will describe the molecular mechanisms 
driving the nuclear export of RNAs with a particular emphasis on mRNAs. 
It will also review their known alterations in neurological disorders and 
cancer, and the recent opportunities they offer for the potential develop-
ment of novel therapeutic strategies.
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6.1  Eukaryotic Expression 
of Genes

The tightly controlled expression of eukaryotic 
genes into RNA molecules and proteins is essen-
tial to cell survival and homeostasis. This is a 
complex process that integrates several mecha-
nisms: activation, repression, cleavage, process-
ing, directionality, surveillance and regulated 
degradation. The physiological expression of 
mammalian genes relies on a very large number 
of mRNAs (estimated between 100,000 and 
1,000,000 molecules per cell), protein factors and 
ncRNAs implicated in the composition of ribo-
somes and the synthesis of proteins, as well as in 
the regulation of gene expression at the post tran-
scriptional and translational levels.

6.1.1  Eukaryotic Expression 
of mRNAs and ncRNAs

Three nuclear RNA polymerases are implicated 
in the expression of genes embedded in chromo-
somes. In the nucleolus, RNA polymerase I tran-
scribes the mammalian 45S pre-ribosomal RNA 
precursor that is subsequently processed into 
mature 28S, 18S and 5.8S ribosomal RNAs 
(rRNAs). Together with the 5S rRNA transcribed 
by RNA polymerase III in the nucleoplasm, they 
constitute the major catalytic and architectural 
components of the ribosome. RNA polymerase 
III is also involved in the transcription of other 
ncRNAs including U6/U6atac small nuclear 
RNAs (snRNAs) that form components of the 
splicing machinery and transfer RNAs (tRNAs) 
required for recognition of codons and attach-
ment of the corresponding amino-acid moieties 
to the neo-synthesized polypeptide chain.

The nucleoplasmic RNA polymerase II 
(RNAPII) transcribes the largest portion of the 
genome synthesizing the precursors of mRNAs 
(pre-mRNAs) and multiple classes of ncRNAs. 

The later are subdivided into small and long 
ncRNA classes if larger than 200 nucleotides. 
Small ncRNAs include U1, U2, U4, U4atac, U5, 
U7, U11 and U12 snRNAs which participate in 
pre-mRNA splicing by the major (U2-dependent) 
or minor (U12-dependent) spliceosomes and 
small nucleolar RNAs (snoRNAs) involved in 
the processing and modification of rRNAs. 
RNAPII also transcribes the precursors of micro-
RNAs (miRNAs), small-interfering RNAs (siR-
NAs) and piwi-interacting RNAs (piRNAs). 
These are implicated in the post transcriptional 
or translational silencing of mRNAs and pro-
teins by respectively promoting the degradation 
of mRNAs or interfering with the translation 
process. Long ncRNAs (lncRNAs) comprise 
natural antisense transcripts (NATs) which are 
transcribed from the antisense DNA strand 
opposing 50–70% of protein coding genes. They 
regulate the expression of the sense gene at both 
transcriptional and translational levels. Other 
lncRNAs include very long intergenic non-cod-
ing RNAs (vlincRNAs). Their transcripts span 
approximately 10% of the human genome rang-
ing from 50 kb to 1 Mb in size and are thought to 
also play a regulatory function. Long intergenic 
non- coding RNAs (lincRNAs) resemble mRNAs 
with capped and poly-adenylated transcripts that 
contain small open reading frames and co-purify 
with ribosomes. Eight thousand to 10,000 lin-
cRNAs have been characterised so far. They 
have established regulatory functions at epigen-
etic and transcriptional control levels with roles 
reported in development, cell differentiation and 
diseases. The list of ncRNAs presented here is 
not exhaustive. It is important to note that the 
repertoire of ncRNAs is very diverse and expands 
quickly with the rise of Next Generation RNA 
sequencing technologies. Discovery of new 
RNA species keeps on challenging the complex 
classification of ncRNAs as some previously 
characterised species may become shared 
between several groups.
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6.1.2  Eukaryotic Expression 
of mRNAs and Proteins: 
Mechanistic Overview

Remodeling of the tightly packed heterochroma-
tin into relaxed euchromatin is often a pre- 
requisite to transcriptional activation. It facilitates 
the recruitment of transcription factors along 
with an RNA polymerase onto the promoters of 
genes to form a closed-state complex named the 
pre-initiation complex (PIC). The RNA poly-
merase core enzymes are unable to recognize 
promoters or initiate transcription from a DNA 
template. They require general transcription fac-
tors for the local melting of the double helix of 
DNA near the transcription start site downstream 
of promoters. Recognition of the TATA box ele-
ment by the TATA box binding protein (TBP) 
subunit of TFIID in the promoters of RNAPII- 
transcribed genes initiates the assembly of the 
pre-initiation complex. The TFIIA and TFIIB 
factors are recruited next to stabilize the DNA- 
TFIID complex allowing for recruitment of the 
hypo-phosphorylated form of the RNA poly-
merase II (RNAPIIA) in association with the 
other general transcription factors TFIIE, TFIIF, 
TFIIH and TFIIS. TFIIB interacts with both the 
promoter and RNAPII. It triggers bending of the 
DNA molecule near the transcription start site 
while the Ssl2/ERCC3 DNA helicase subunit of 
TFIIH unwinds the double helix to generate a 
flexible single strand of DNA that can reach the 
active cleft center for the polymerization of ribo-
nucleotides and promoter escape [58]. Stable ini-
tiation of transcription by RNAPII requires the 
polymerization of approximately 25 nucleotides.

Transcription elongation and co- 
transcriptional processing of pre-mRNAs is 
orchestrated by the recruitment of several RNA- 
processing machineries via differential phos-
phorylation of the heptapeptide (YSPTSPS) 
repeats composing the carboxyl-terminal domain 
(CTD) of the RNAPII [33, 74]. TFIIH-dependent 
phosphorylation of serine 5 in the heptapeptide 
repeats of the CTD triggers the start of transcrip-
tion and phosphorylation of serine 5 remains 
high for the first few hundred polymerized nucle-
otides. A 7-methylguanosine CAP (m7G) is 

added to the 5′-end of nascent transcripts shortly 
after transcription initiation (<100 nucleotides) 
by recruitment of the capping enzyme to the 
highly phosphorylated serine 5 residues in the 
CTD. The CAP structure protects against RNA 
degradation and plays additional roles by inter-
acting with the CAP-binding complex, which 
provides 5–3′ directionality during the mRNA 
nuclear export process [7], and by recruiting the 
eukaryotic initiation factor 4E (eIF4E) for trans-
lation initiation [69]. The CDK9 kinase subunit 
of the elongation factor P-TEFb phosphorylates 
CTD-serine 2 residues and the elongation factor 
SPT4/SPT5 to maintain the processivity of tran-
scription elongation for complete synthesis of the 
nascent pre-mRNAs (hyper-phosphorylated 
RNAPII under form IIO). Removal of introns by 
splicing and exon skipping by alternative splicing 
are linked to phosphorylation of the CTD pre-
dominantly on serine 2 but also on serine 5 resi-
dues. Pre-mRNA splicing occurs 
co-transcriptionally in the vicinity of nuclear 
speckles, small organelles enriched in pre- 
mRNAs and splicing factors, for approximately 
80% of human transcripts [24]. The final stage of 
transcription is achieved by endonucleolytic 
cleavage of the transcript and addition of approx-
imately 200 adenosines at poly-adenylation sites 
composed of the consensus sequence AAUAAA 
[63]. Nuclear export of the bulk mammalian 
mRNAs is coupled to co-transcriptional splicing 
[54] and release from nuclear speckles [24] via 
recruitment of the evolutionary conserved 
transcription- export (TREX) complex and the 
nucleoporin-interacting export receptor NXF1 
[30, 87].

It remains unclear whether completion of the 
nuclear mRNA export is linked to the initiation of 
translation in the cytoplasm or whether transla-
tion is truly compartmentalized and independent 
of the nuclear biogenesis and processing of 
mRNAs. In specialized cells, such as neurons, 
mRNAs that encode factors involved in guiding 
the growth and repair of axons or dentrites require 
transport prior to localized translation [38]. 
Eukaryotic translation involves several coupled 
steps [12, 69]. The eukaryotic translation initia-
tion factor eIF3 bridges the interactions between 
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the 40S ribosome small subunit and the eIF4F 
factor, which is composed of the CAP-binding 
protein eIF4E, the DEAD box RNA helicase 
eIF4A and a scaffold protein eIF4G. This forms 
the 43S pre-initiation complex which allows 
scanning of the 5′-untranslated region (5′-UTR) 
of the mRNA until the initiating AUG codon is 
reached. In the 43S complex, the poly(A)-bind-
ing protein (PABP) also interacts with eIF4F to 
circularize the mRNA. Recruitment of the 
methionine- charged tRNA initiator in the large 
60S ribosomal subunit by eIF5B leads to 
 interactions with the 43S pre-initiation complex 
to form an 80S initiating complex. Linking of 
amino-acid moieties to the growing polypeptide 
chain occurs through eEF2 (eukaryotic transla-
tion elongation factor 2) dependent translocation 
of ribosomes onto the translating mRNA. Up to 
five to ten elongating ribosomes are associated to 
each mRNA molecule composing actively trans-
lating polysomes. Eukaryotic release factor 1 
(ERF1) is involved in the disassembly of the 
ribosome subunits by recognition of all three ter-
minator (or stop) codons. Release of the neo-syn-
thesized protein anchored in the 60S subunit is 
assisted by factor ERF3. A simplified stepwise 
overview of the eukaryotic expression of mRNAs 
and protein- coding genes is represented in 
Fig. 6.1.

The physiological expression of genes also 
involves regulatory and proof-reading mecha-
nisms such as binding of transcriptional activa-
tors or repressors on specific elements in 
promoters [6], specific degradation of proteins by 
the ubiquitin/proteasome pathway [66], RNA- 
interference mechanisms [91] and RNA surveil-
lance for the maturation/degradation of damaged/
unprocessed RNAs by the nuclear exosome [42] 
or the degradation of RNAs by nonsense medi-
ated decay in the cytoplasm [79].

6.2  Nuclear Export of RNAs: 
Mechanisms and Regulation

The nuclear export of eukaryotic RNAs involves 
functionally linked mechanistic steps ensuring 
that only mature transcripts are delivered to the 

cytoplasm. The process starts with the biogenesis 
of RNA molecules and the formation of ribonu-
cleoprotein complexes. It follows on with the co- 
transcriptional processing of transcripts and the 
recruitment of adaptor proteins for selective and 
active transport. It ends with docking and trans-
port through the nuclear pore prior to the release 
of transported RNA cargoes into the cytoplasm.

6.2.1  Formation 
of Ribonucleoprotein 
Complexes (mRNPs)

Within a cell, RNA molecules are never left 
naked but they dynamically associate with vari-
ous sets of proteins to form ribonucleoprotein 
particles (RNPs) [56]. Most eukaryotic cells con-
tain hundreds of RNA-binding proteins with 
diverse biological activities. Approximately 1500 
RNA-binding proteins are encoded from the 
human genome [23]. The changing composition 
of RNPs dictates the functionalities and fate of 
the RNA molecules. Formation of RNPs also 
protects against premature RNA degradation and 
is essential for driving forward the gene expres-
sion process in functionally linked steps. The 
biogenesis of messenger RNP complexes 
(mRNPs) has indeed been found to be orches-
trated in separate but extensively coupled nuclear 
steps – transcription, processing (capping, splic-
ing, cleavage/poly-adenylation) and nuclear 
export – to allow correct expression of the chro-
matin into mature mRNA molecules which are 
translated into proteins in the cytoplasm [51].

6.2.2  Molecular Mechanisms 
Driving the Human Nuclear 
Export of RNAs

6.2.2.1  The NXF1-Dependent Pathways 
Mediate the Nuclear Export 
of Bulk mRNAs

Evolutionary conserved Nuclear Export Factor 1 
(NXF1) proteins form an essential family of 
nuclear export receptors with a modular structure 
which comprises an unstructured RNA-binding 
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domain linked to a pseudo RNA Recognition 
Motif not required for RNA-binding [28], a 
region containing Leucine Rich Repeats (LRRs), 
a stabilizing nuclear transport factor 2 (NTF2)-
like domain that heterodimerizes with NTF2- 
related export protein 1 (NXT1 also known as 
p15) and a carboxyl terminal ubiquitin-associated 
(UBA) domain [31]. Both the NTF2-like and 
UBA domains are implicated in the direct asso-

ciation of NXF1 with the phenylalanine-glycine 
(FG) repeat regions of nucleoporins embedded in 
the nuclear pore complex (NPC).

NXF1 proteins exhibit poor RNA-binding 
activity. They mediate the nuclear export of 
mRNA through direct interactions with nuclear 
export adaptors, which avidly bind RNA, and 
were initially thought to bridge the interactions 
between RNA molecules and NXF1. However, 

Cytoplasm 

NPC 

Nucleoplasm 

(AAA)n 

NXF1 

Pre-initiation 

P P P 

Initiation 

P P P 
P P P 

RNAPIIA 

RNAPIIO 

CAP 

CAP 

RNAPIIO RNAPIIO 

TREX 

TREX 

5 2 + 5 2 + 5 

TBP 
CTD 

Splicing Cleavage and 
polyadenylation 

Nuclear export 

CAP 

CE 

pre-mRNA 

mRNA 

(AAA)n

AUG

M

M
aa
aa aa

aa

ribosome
eIF4A

Translation 
PABP

eIF4G
eIF4E

60S 

40S 

TSS 

Elongation 

Fig. 6.1 Simplified eukaryotic expression of mRNAs and 
proteins. The diagram represents stepwise expression of 
protein-coding genes. Nuclear steps are in fact functionally 
linked to each other in order to ensure directionality of the 
biogenesis and processing of mRNAs. Remodeling of 
chromatin stimulates the recruitment of transcription fac-
tors including the TATA box binding protein (TBP) and the 
hypo-phosphorylated RNA polymerase under form IIA 
upstream of the transcription start site (TSS). The capping 
enzyme (CE) is recruited through phosphorylation of the 
CTD on serine 5 residues shortly after the initiation of 
transcription. Addition of the CAP onto the 5′-end of the 
mRNA is required to stabilize the nascent mRNA and pro-

vide 5–3′ directionality to the nuclear export process. It is 
also essential to the recruitment of translation initiation 
factors. Processivity of transcription elongation is depen-
dent upon phosphorylation of the CTD on serine 2 residues 
and is maintained through recruitment of the spliceosome 
for splicing and of the cleavage and polyadenylation 
machinery to end transcription. Nuclear export of bulk 
mRNAs is linked to splicing in humans via the TREX 
complex which controls for the timely recruitment and 
activation of the nuclear export receptor NXF1 for the 
transport of fully processed transcripts through the nuclear 
pore complex (NPC). Transported mRNAs are circularized 
and subject to translation in the cytoplasm
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structural and functional studies have later shown 
that the nuclear export adaptor proteins Aly/REF 
(ALYREF) [72] and some of the shuttling SR-rich 
splicing factors (SRSF1, 3, 7) [34] remodel 
NXF1 to increase in vitro its affinity for RNA 
thereby licensing the nuclear export [28, 86]. 
This process is orchestrated by the evolutionary 
conserved TREX complex which represents a 
major pathway for the eukaryotic transport of 
mRNA from the nucleus to the cytoplasm [71]. 
TREX interacts with the hyper-phosphorylated 
CTD of the RNAPII and associates with the 
CAP-binding complex, the exon-junction com-
plex, 3′-end processing factors and nuclear export 
factors, thus harboring a pivotal role in function-
ally coupling co-transcriptional processing 
events to the nuclear export of mature transcripts 
[30, 87]. In human, TREX is co-transcriptionally 
deposited at the 5′-end of the mRNA during 
splicing [54]. It forms a multimeric complex [15] 
composed of THO, a stoichiometric and stable 
core comprising six subunits (THOC1, 2, 5–7 
and TEX1/THOC3), the essential RNA/ATP- 
dependent DEAD-box RNA helicase 39B 
(DDX39B also known as UAP56 for U2AF65- 
associated protein 56), the nuclear export adaptor 
ALYREF (also known as THOC4) and a few 
other proteins including export adaptors UIF 
(UAP56-interacting factor) [29], LUZP4 (leucine 
zipper protein 4) [83] and co-adaptor CHTOP 
(chromatin target of PRMT1) [5].

Adaptors ALYREF, UIF and LUZP4 contain a 
conserved UBM (UAP56-binding motif) 
sequence which is required and sufficient for the 
direct binding of DDX39B. Direct interactions 
between ALYREF and DDX39B, which pro-
motes the assembly of spliceosomes on nascent 
pre-mRNAs, trigger the recruitment of ALYREF 
onto spliced mRNAs prior to recruitment of the 
nucleopore-interacting receptor NXF1 [53]. 
DDX39B has also been implicated in the loading 
of ALYREF onto intronless vertebrate mRNAs in 
an ATP-dependent manner [76]. ALYREF- 
dependent activation of the ATPase and RNA 
helicase activities of RNA-bound DDX39B fur-
ther lead to the handover of the RNA from the 
helicase to the nuclear export adaptor [5]. 
Successive cycles of ATP hydrolysis by DDX39B 

are thought to facilitate TREX assembly by 
therefore loading nuclear export adaptors 
(ALYREF, UIF, LUZP4) and co-adaptor CHTOP 
along processing transcripts [5, 30]. Mutually 
exclusive interactions of ALYREF with DDX39B 
and NXF1 lead to further displacement of 
DDX39B and handover of the RNA from the 
export adaptor to NXF1 in concert with co- 
adaptors THOC5 and CHTOP [5, 28, 84]. 
Following transport of the mRNP through the 
nuclear pore, the remodeling of proteins and 
export adaptors from the mRNPs is predicted to 
revert NXF1 to a low RNA-binding affinity and 
promote the release of the transported mRNA in 
the cytoplasm.

TREX provides a binding platform for NXF1 
through its direct association with nuclear export 
adaptors (ALYREF, UIF, LUZP4) which interact 
with the RNA-binding domain of NXF1 and 
nuclear export co-adaptors (THOC5, CHTOP) 
that bind the NTF2-like domain [5, 28, 29, 41, 
83]. In absence of interaction with ALYREF and 
THOC5, NXF1 adopts a closed conformation 
which silences its RNA-binding activity, whilst 
interactions with both ALYREF and THOC5 pro-
mote remodeling of NXF1 into an open confor-
mation that exposes its RNA-binding domain 
[84] allowing efficient handover and binding to 
RNA. Coupling of the high RNA affinity remod-
eling of NXF1 with the co-transcriptional pro-
cessing of transcripts offers in turn a retention 
mechanism to prevent the nuclear export of 
unprocessed transcripts in the cytoplasm [28, 
86]. The nuclear export of human mRNAs is 
based upon successive RNA handover steps that 
link co-transcriptional splicing of pre-mRNAs 
and release from nuclear speckles to the nuclear 
export of mature mRNAs. A simplified diagram 
of the RNA handover process is presented in 
Fig. 6.2.

Assembly of TREX and activation of 
DDX39B is more complex than described above 
and the handover of RNA from the export adap-
tor to NXF1 is also facilitated by dynamic rear-
rangement of TREX and post-translational 
regulation events. The interaction of THOC5 
with the NTF2-like domain of NXF1 is key to 
the remodeling of NXF1 however both co-adap-
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tors THOC5 and PRMT1 (protein arginine 
methyl transferase 1)-methylated CHTOP, which 
compete for the same binding domain of NXF1, 
are found in a single cellular protein complex [5, 
84] indicating that TREX undergoes substantial 
remodeling during processing and export of 
mRNA. In addition, the methylation of ALYREF 
by PRMT1 has also been shown to decrease its 
RNA-binding affinity but not its interaction with 
NXF1 promoting in turn the handover of RNA 

from the nuclear export adaptor to the nuclear 
export receptor [35].

In contrast to yeast, multiple nuclear export 
adaptors have been characterised in higher 
Eukaryote organisms. The depletion of ALYREF 
in human cells does not significantly affect the 
global nuclear export of mRNA [41] and is dis-
pensable to the development of C. elegans [49] 
and D. melanogaster [22]. Consistent with this, 
several other nuclear export adaptors interact 
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Fig. 6.2 Diagrammatic process of RNA handover during 
splicing and nuclear export. In the nucleoplasm, interac-
tion of the DEAD box RNA helicase DDX39B with RNA 
promotes the assembly of spliceosomes on the nascent 
pre-mRNA synthesized by the RNA polymerase II. Direct 
interactions with nuclear export adaptors (ALYREF, UIF, 
LUZP4) and co-adaptor (Co-ad) CHTOP promote hando-
ver of the RNA from DDX39B and the loading of adaptor 
proteins onto pre-mRNAs. Successive cycles of ATP 
hydrolysis and recruitment of adaptors are thought to 
facilitate the assembly of TREX which is composed of the 
THO subcomplex, DDX39B, ALYREF and a few other 
proteins including the previously described adaptor pro-

teins in various combinations. Direct interaction of NXF1 
with the ternary RNA:ALYREF:DDX39B leads to the 
displacement of DDX39B and RNA handover onto NXF1. 
The high RNA affinity remodeling of NXF1 is achieved 
through direct interactions with both the adaptor 
(ALYREF and potentially UIF or LUZP4) and co- adaptors 
THOC5 or CHTOP within the TREX complex. On com-
pletion of transport through the nuclear pore, the mRNP is 
remodeled on the cytoplasmic side. Dissociation of adap-
tors are predicted to revert NXF1 to a low RNA binding 
activity that will promote the release of the transported 
mRNA in the cytoplasm
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with the RNA-binding region of NXF1 including 
SRSF1, SRSF3, SRSF7 [34], UIF [29] and 
LUZP4 [83]. Different nuclear export adaptors 
can also associate with the same mRNA mole-
cule [29]. Moreover, it has recently been reported 
that despite interacting with thousands of 
mRNAs, the individual depletion of the SRSF1-7 
proteins only affect the nuclear export of a small 
proportion of transcripts (<0.5–2% mRNAs) 
clearly highlighting redundancy and/or coopera-
tion in the NXF1-dependent nuclear export adap-
tor function [60]. It is very likely that other 
adaptors remain to be characterised, particularly 
in cells with specialized functions in which the 
mechanisms of RNA nuclear export have not yet 
been thoroughly investigated. The presence of 
adaptors and co-adaptors in varied combinations 
may provide additional selectivity to the nuclear 
export process by producing several TREX com-
plexes with alternative functionalities and/or 
specificities. For example, the adaptor UIF also 
interacts with the FACT (facilitates chromatin 
transcription) complex and may provide addi-
tional links between chromatin remodeling, tran-
scription and mRNA nuclear export [29]. 
Table 6.1 highlights various known NXF1 depen-
dent pathways and their associated mRNA car-
goes and illustrates that not all NXF1 pathways 
involve TREX.

6.2.2.2  Exportin-Dependent Pathways 
Mediate the Nuclear Export 
of ncRNAs and Some mRNAs

The nuclear export of rRNAs, in association 
with ribosomal subunits, of snRNAs and of a 
few subsets of mRNAs depends on the karyo-
pherin CRM1 (chromosome region mainte-
nance 1, also known as exportin1 or XPO1). 
This shuttling transport receptor associates to 
the GTP-bound form of the small GTPase Ran 
and plays a major role in the nuclear export of 
proteins containing nuclear export signals 
(NES). CRM1 does not interact with RNA but 
with nucleoporins and NES-containing adaptor 
proteins that bind RNA [36, 44]. The nuclear-
enriched form of GTP- bound Ran directly 
interacts with exportins to promote high affinity 
binding with protein/RNA cargoes and trans-

port through the nuclear pore prior to release by 
GTP hydrolysis in the cytoplasm. The exportin 
is recycled back to the nucleus for additional 
rounds of Ran-GTP interactions and nucleocy-
toplasmic shuttling. Conversely, the GDP-
bound form of Ran, which is predominant in 
the cytoplasm, directly binds importins to 

Table 6.1 Human NXF1-dependent nuclear export of 
mRNAs

mRNA cargoes
Nuclear export 
adaptor

NXF1- 
dependent 
export 
machinery

mRNAs ALYREF TREX

mRNAs UIF TREX

mRNAs LUZP4 TREX

mRNAs involved 
in genome 
duplication and 
repair

mRNA binding by 
ALYREF is 
regulated by 
inositol 
polyphosphate 
multi-kinase 
(IMPK)

TREX

mRNAs and ITE 
mRNA (Histone 
H2A)

SRSF1, SRSF3, 
SRSF7

Not 
identified in 
TREX

RTE mRNAs 
(Transposons)

RBM15 Not 
identified in 
TREX

mRNAs involved 
in cytokinesis

? AREX 
composed 
of CIP29 
and 
DDX39A (a 
paralog of 
DDX39B)

CTE mRNAs 
(type D 
retrovirus)

None Not 
identified in 
TREX

SSCR mRNAs 
(secretory 
proteins)

None Not 
identified in 
TREX

NXF1 is either recruited by different nuclear export adap-
tors in the TREX/AREX (alternative mRNA export) com-
plexes or directly by the constitutive transport element 
(CTE) in type D retroviral mRNAs or by the signal 
sequence-coding region (SSCR) found in secretory pro-
teins. The RNA transport element (RTE) was identified in 
some mouse transposons and is similar to the CTE ele-
ment. The Intronless Transport Element (ITE) is a 
22-nucleotide element in the histone H2A mRNA which 
is recognized by SR-rich splicing factors SRSF3 and 
SRSF7
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mediate the nuclear import of proteins with 
nuclear localization signal (NLS) and the 
release of transported proteins occur upon GTP 
exchange in the nucleus (Fig. 6.3). On the other 
hand, the nuclear export of tRNA and miRNA, 
which involves different exportins, is achieved 
through direct binding to exportin-t (Exp-t) and 
exportin-5 (Exp-5) respectively. Table 6.2 sum-
marizes known RNA export pathways mediated 
by exportins and their adaptor proteins.

6.2.2.3  Alternative RNA Nuclear Export 
Pathways

It has recently been shown that mRNPs contain-
ing synaptic transcripts, too large to be trans-
ported through the channel of the nuclear pore, 
can exit the nucleus by budding through the 
nuclear membrane during the Wnt signaling 
development of synapses in Drosophila [70]. The 
budding process involves phosphorylation of 
lamin A by an atypical protein kinase C which 
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Fig. 6.3 Schematic representation of the nucleocytoplas-
mic transport mediated by exportins and importins. This 
active transport is dependent on the small Ran GTPase. 
The GTP bound state of Ran is enriched in the nucleus 
while the Ran-GDP form is cytoplasmic. The nuclear 
Ran-GDP exchange factor (Ran-GEF) and the cytoplas-
mic Ran-GTPase-activating protein (Ran-GAP) maintain 
the Ran-GTP/Ran-GDP gradient across the nuclear mem-
brane generating the driving force for the nucleocytoplas-
mic transport process. Binding of Ran-GTP to the exportin 
(CRM1, Exp-t or Exp-5 for respective nuclear export of 
some mRNAs/proteins, tRNAs or miRNAs) trigger con-
formational changes that induce high affinity of the expor-
tin for NES-containing adaptor proteins that can either be 

transported across the nuclear pore or bind specific sub-
sets of RNAs. The exportins are also able to directly bind 
nucleoporins and license the nuclear process. GTP hydro-
lysis by the cytoplasmic Ran-GAP protein will remodel 
the exportins to a low affinity for their NES-adaptor pro-
teins releasing the transported proteins or adaptor:RNA 
complexes into the cytoplasm. The free exportins are 
recycled back to the nucleus using the importin-dependent 
pathway. Conversely, interactions of the Ran-GDP with 
importins induce high affinity for NLS-containing pro-
teins. The Ran-GEF factor will promote exchange of GDP 
for GTP in the nucleus triggering the release of the trans-
ported proteins
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induces the invagination of the inner nuclear 
membrane prior to the fusion of a vesicle with the 
outer membrane. This allows cytoplasmic release 
in a similar mechanism used for the nuclear exit 
of Herpes viruses.

Some influenza type A viruses are also able to 
induce enlargement of the nuclear pore channel 
(by approximately a third) following viral activa-
tion of apoptotic cellular caspases 3/7 which trig-
ger the degradation of nucleoporin 153 (Nup153) 
during the later stages of infection [59]. At early 
stages, the viral RNA genome, which is repli-
cated in the nucleus, is exported into the cyto-
plasm for translation of viral proteins and 
packaging of virus through the viral RNA- 
binding nucleoprotein adaptor (NP) and the cel-
lular CRM1-dependent pathway. However, 
switching the viral nuclear export pathway by 
viral induction of Nup153 degradation at the late 
stages of replication leads to increased produc-
tion and high efficiency release of infectious 
virus progeny by passive diffusion through the 
enlarged nuclear pores. It remains unknown 
whether this mechanism is used for the nuclear 
export of cellular mRNAs either in health or 
other disease conditions.

6.2.3  The Nucleocytoplasmic 
Transport of RNPs

6.2.3.1  The Nuclear Pore Complex
Vertebrate nuclear pore complexes form large 
125-MDa protein assemblies stably embedded in 
circular holes created by fusion of the inner and 
outer nuclear membranes. They constitute aque-
ous transport channels which mediate and regu-
late the bidirectional exchange of macromolecules 
between the nucleus and cytoplasm [43]. Small 
molecules under 40 kDa (or approximately 5 nm 
in size) freely shuttle between the nucleus and 
cytoplasm by passive diffusion, while larger mol-
ecules and mRNPs require active transport mech-
anisms which depend on either NXF1 or exportins 
and importins.

The NPC has a symmetrical octagonal struc-
ture that contains a nuclear basket made of eight 
rod-shaped filaments associated to a distal ring 
on the nucleoplasmic side and eight extended 
flexible fibrils at the cytoplasmic side. 
Nucleoporin fibers from the central core of the 
NPC protrude inside the pore opening to form a 

Table 6.2 Exportin-mediated nuclear export of specific 
RNAs and associated adaptor proteins

RNA cargoes Adaptor proteins

Exportin- 
dependent 
pathways

5S rRNA L5 in Xenopus 
laevis

CRM1

18S rRNA in pre-40S 
ribosomal subunit

RPS15 in 
metazoans?

CRM1

28S rRNA in pre-60S 
ribosomal subunit

NMD3 in 
human

CRM1

snRNAs PHAX and 
CBC in 
Xenopus laevis

CRM1

4ESE mRNAs 
(including cyclin D1, 
BCL2, BCL6 and 
MYC)

eIF4E and 
LRPPRC in 
human

CRM1

ARE mRNAs 
(including c-Fos and 
CD83)

HuR and 
APRIL in 
human

CRM1

Unidentified polyA+ 
RNA in testis

NXF3 CRM1

mRNAs (human 
interferon alpha1, 
cyclooxygenase 2)

? CRM1

tRNAs None Exp-t

miRNAs None Exp-5

Eukaryotic initiation translation factor 4E (eIF4E), the 
CAP-binding protein required for CAP-dependent trans-
lation of proteins, is also localized to the nucleus where it 
plays a role in the nuclear export of a subset of capped 
mRNAs that contain a 50-nucleotide 4E-sensitivity ele-
ment (4ESE) in the 3′-untranslated region (3′-UTR). The 
4ESE RNA element is bound by the leucine-rich pentatri-
copeptide repeat containing (LRPPRC) protein which 
also interacts with eIF4E and CRM1. Human antigen R 
(HuR) plays various roles in the processing and stability 
of RNA molecules through interactions with the AU-rich 
element (ARE) commonly found in the 3′-UTR of various 
transcripts. The NES-containing APRIL factor directly 
interacts with HuR and bridges the interactions between 
the HuR:RNA complex and CRM1. NXF3 belongs to the 
NXF1 family of proteins but has tissue specific expression 
with strong expression in testis. It lacks the carboxyl ter-
minal nucleoporin-binding region and use CRM1 for 
translocation through the nuclear pore
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selective semi-permeable barrier. The structure is 
well conserved among all metazoans. 
Approximately 30 different nucleoporins in mul-
tiple copies compose the NPC that contains 
between 500 and 1000 protein molecules in the 
fully assembled state. An essential Y-shaped sub-
complex composed of six to ten nucleoporins 
constitute the basic scaffolding unit of the nuclear 
and cytoplasmic rings composing the central 
NPC core. Additional nucleoporins together with 
Y-shaped sub-complexes might be involved in 
the formation of the inner ring structure. Some of 
the scaffold nucleoproteins are the most long- 
lived proteins in cells with half-life of months 
and years, accounting for the very high structural 
stability of the NPC core. Other trans-membrane 
nucleoporins anchor the NPC to the fused nuclear 

membrane. The nuclear basket is made of spe-
cific nucleoporins and TPR (Translocated 
Promoter Region) while the cytoplasmic fibrils 
are composed of additional nucleoporins includ-
ing GLE1 (RNA export mediator). Protruding 
channel fibres that make the semi-permeable bar-
rier correspond to unstructured regions that 
extend from about ten nucleoporins. They are 
composed of approximately 50 interspersed 
phenylalanine- glycine (FG) repeats which form a 
size-selective hydrogel-like environment within 
the nuclear pore (Fig. 6.4).

6.2.3.2  Docking of mRNPs 
to the Nuclear Pore Complex

The nuclear export of mRNPs appears to involve 
a specific mechanism for docking at the NPC. 
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Fig. 6.4 Schematic representation of the nuclear pore 
complex (NPC). The NPC forms a stable symmetrical 
structure composed of a central core, a nuclear basket and 
eight flexible fibrils on the cytoplasmic side built through 
interactions of approximately 30 different nucleoporins. 
The central core appears to contain three porous rings by 
electron microscopy: NR nucleoplasmic ring, IR inner 

ring, CR cytoplasmic ring. The interspersed unstructured 
FG-repeat regions of some nucleoporins protrude within 
the channel of the pore to form a semi-permeable 
hydrogel- like environment that allows for selective trans-
port. The NPC is anchored in pores created through fusion 
of the inner nuclear membrane (INM) and outer nuclear 
membrane (ONM)
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The transcription and export complex 2  (TREX- 2), 
which is distinct from TREX, is required for the 
nuclear export of mRNAs. It was first isolated in 
yeast and suggested to dock mRNPs to nucleopo-
rins at the nuclear side of the NPC [16]. The vast 
majority of yeast RNAPII transcripts are intron-
less and yeast TREX-2 was reported to interact 
with the RNA polymerase II via the mediator 
complex thus coupling the regulation of transcrip-
tion initiation to the nuclear export of both coding 
and non-coding transcripts [67]. On the other 
hand, the human TREX-2 complex is recruited at 
the nuclear pore independently of RNA poly-
merase II transcription [81]. It is composed of the 
scaffolding subunit GANP (germinal centre-asso-
ciated nuclear protein), ENY2 (enhancer of yel-
low 2 transcription factor homologue), PCID2 
(PCI domain-containing protein 2), the 26S 
Proteasome Complex Subunit DSS1 and either 
CETN2 or CETN3 (centrin 2 or 3). GANP was 
shown to be required for human mRNA nuclear 
export and for recruitment of NXF1 to the nuclear 
pore complex via direct interactions between the 
carboxyl terminal region of NXF1 and the amino 
terminal domain of GANP which contains a clus-
ter of 6 nucleoporin- like FG repeats [88]. The 
ENYP subunit and carboxyl terminal region of 
GANP have been shown to associate with TPR 
and Nup153 at the nuclear basket of the NPC [81] 
allowing for docking of NXF1-containing mRNP 
complexes at the nuclear pore, potentially by 
association of GANP with NXF1-containing 
mRNP complexes downstream of TREX. TREX-2 
might also play additional roles in coupling tran-
scription or RNA processing to the nuclear export 
of specific subsets of transcripts. It is however 
unclear whether mRNAs can directly be trans-
ferred from TREX-2 to NXF1. Whether TREX 
and TREX-2 act on same or different transcripts is 
a long-standing question that remains yet to be 
answered.

6.2.3.3  Transport of RNPs Through the 
Nuclear Pore

The nuclear transport receptors (exportins, 
importins and NXF1) have intrinsic affinity for 
the FG-repeat regions of the nucleoporins that 
protrude in the central channel of the NPC, how-

ever it is critical that these multiple fast-exchange 
interactions remain weak and transient to allow 
for rapid passage through the nuclear pore [32, 
55]. FG repeats are also able to interact with each 
other and might prevent entry or on the contrary 
“brush” transported complexes along the channel 
[48]. In addition, several scaffold nucleoporins, 
which exhibit a structure related to nuclear trans-
port receptors, have been reported to interact with 
FG repeats. Therefore, these free scaffold nucleo-
porins and unloaded nuclear transport receptors 
might confer an additional mobile layer that tran-
siently interacts with FG-repeats to regulate the 
connectivity and permeability of the nuclear 
pore. Several thermodynamic models have been 
proposed and the biophysical basis for transport 
through the nuclear pore remains a very hot and 
debatable topic of research.

6.2.3.4  Cytoplasmic Release
Unwinding of RNA and remodeling of mRNPs at 
the cytoplasmic side on the NPC has been inves-
tigated mainly in yeast. Yeast nucleoporins Gle1 
and Nup159 (Nup214 in human) have been 
implicated in this process together with the yeast 
DEAD-box protein RNA helicase Dbp5 
(DDX19 in human) in association with inositol 
hexakisphosphate (IP6), which spatially regu-
lates the activity of Dbp5 at the cytoplasmic side 
of the NPC [18]. IP6-bound Gle1 stabilizes the 
interaction with Dbp5 and stimulates ATP bind-
ing, leading therefore to the recruitment of Dbp5 
onto mRNAs. Multiple rounds of ATP binding 
appear to be sufficient to promote unwinding of 
secondary RNA structures and remodeling of 
mRNPs by displacement of bound protein fac-
tors, while ATP hydrolysis is required for RNA 
release and recycling of Dbp5. Yeast Mex67p, the 
ortholog of NXF1, has been shown to be remod-
eled by Dbp5 [52]. Remodeling of nuclear export 
adaptors and Mex67p/NXF1 by Dbp5/DDX19 is 
predicted to revert NXF1 to a low affinity RNA- 
binding affinity mode that will promote mRNA 
release into the cytoplasm.

A summary diagram representing the molecu-
lar mechanisms involved in the co-transcriptional 
processing and NXF1-dependent nuclear export 
of bulk mRNAs is presented in Fig. 6.5.
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Fig. 6.5 Model for the biogenesis, processing and nuclear 
export of bulk mRNAs in humans. The remodeling of 
compact heterochromatin into relaxed euchromatin is 
usually required for transcriptional activation by facilitat-
ing recruitment of transcription factors and the hypo- 
phosphorylated form of the RNA polymerase IIA 
upstream of the transcription start site (TSS). 
Phosphorylation on serine 5 residues of the CTD is asso-
ciated with initiation of transcription and recruitment of 
the capping enzyme which lead to the addition of a cap 

onto the 5′end of the nascent transcript. Loading of the 
RNA helicase DDX39B onto the pre-mRNA promotes the 
assembly of the spliceosome complex and splicing/pro-
cessing occurs in the vicinity of nuclear speckles in the 
perispeckle space. The direct interaction of nuclear export 
adaptors (ALYREF, UIF, LUZP4) and co-adaptor CHTOP 
with DDX39B leads to RNA handover and deposition of 
adaptor proteins onto the spliced exon junction to promote 
the assembly of the TREX complex. TREX is composed 
of the stable hexameric core THO, DDX39B, ALYREF 
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6.3  Alteration 
of the Nucleocytoplasmic 
Transport of RNAs in Cancer 
and Neurodegeneration

Mutations disrupting RNP particles, whether 
they directly affect a protein, RNA or an assem-
bly factor, are prone to cause disease. In particu-
lar, dysregulation of RNA-binding proteins and 
formation of mRNPs is affected in cancer [92] 
and several neurological disorders [64].

6.3.1  Alteration 
of the Nucleocytoplasmic 
Transport of mRNAs in Cancer

Several forms of cancer have been linked to alter-
ations of nucleoporins [45, 93]. Elevated levels of 
Nup88 have been reported in breast, hepatocel-
lular, colorectal and ovarian tumors. 
Chromosomal translocations in TPR, Nup98 and 
Nup214 lead to the production of oncogenic chi-
meric nucleoporins which cause carcinogenesis, 
particularly leukemias, by up-regulating the 
expression levels of proto-oncogenes. Alternative 
splicing of Nup98 produce a transcript encoding 
a Nup98-Nup96 fusion protein that is subse-
quently processed into either Nup98, with a short 
carboxyl-terminal extension, or Nup98 and 
Nup96 proteins. Interestingly, expression levels 
of Nup96 contribute to cell cycle progression by 
regulating the differential nuclear export of 
mRNAs encoding key protein factors involved in 
the control of the cell cycle progression [4]. On 
the other hand, increased levels of GANP that 

shares some homology with nucleoporins have 
been reported in lymphomas [20] and in the 
malignant transformation of melanocytes [39].

CRM1 is overexpressed in glioma, cervical, 
ovarian and pancreatic cancers, as high levels of 
CRM1 are required for the survival of cancer 
cells. Conversely, the depletion of CRM1 leads to 
the inhibition of cervical cancer cell proliferation 
[82]. A clear link has also been established 
between elevated levels of eIF4E, a CRM1 adap-
tor protein, and the in vitro and in vivo formation 
of tumors [25]. The overexpression of eIF4E fur-
thermore leads to oncogenic transformation [10] 
and expression levels of eIF4E are up regulated 
in approximately 30% of human cancers. The 
mRNA targets dependent on the eIF4E:CRM1 
nuclear export pathway encode many known 
oncogenes and factors involved in cell prolifera-
tion [9].

During transcription and co-transcriptional 
processing, the neo-synthesized RNA can inter-
act with the melted complementary strand of 
DNA leading to the formation of DNA/RNA 
hybrids called R-loops. Specific factors such as 
the DNA/RNA helicase SETX (senataxin) are 
required to resolve these structures which other-
wise leave the opposing strand of DNA suscepti-
ble to cleavage and varied forms of DNA damage 
[90]. The co-transcriptional recruitment and 
direct interactions of TREX with processing tran-
scripts is ideally suited to prevent inappropriate 
annealing of nascent RNA with single-stranded 
DNA. Depletion of TREX subunits leads to 
increased R-loops and DNA damage both in 
yeast and human cells. TREX plays a pivotal role 
in the maintenance of the genome stability by 

Fig. 6.5 (continued) and a few other proteins that may 
produce different TREX complexes with various selectiv-
ity for various subsets of mRNAs. SR-rich splicing factors 
SRSF1, 3 and 7 proteins (SR-rich) also act as NXF1- 
dependent nuclear export adaptors however they have not 
been isolated in TREX. They are co-transcriptionally 
recruited and deposited along the processing transcript at 
the spliced exon junctions during alternative splicing. 
Export adaptors bound onto spliced transcripts further 
allow recruitment of NXF1, displacing in turn DDX39B 
upon mutually exclusive interactions with NXF1. Within 
TREX, simultaneous interactions of a nuclear export 
adaptor and co-adaptor THOC5 further remodel NXF1 
into an open structural conformation exposing its RNA- 

binding domain which was silenced by intra-molecular 
interactions. The high RNA-binding affinity state of 
NXF1 triggers the handover of the RNA from the nuclear 
export adaptor. The methylated CHTOP co-adaptor is also 
involved in this process by interacting with NXF1 in an 
exclusive manner with THOC5 promoting further events 
of remodeling within TREX. The SR-rich adaptors 
SRSF1, 3, 7 are also able to remodel NXF1 to directly 
induce its RNA-binding affinity in absence of TREX. The 
TREX-2 complex interacts with NXF1 and will allow 
docking of the mRNP at the nuclear pore complex (NPC) 
and interaction of NXF1 with the FG-repeats of the 
nucleoporins that protrude in the channel of the nuclear 
pore
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regulating the selective nuclear export of mRNAs 
encoding proteins involved in genome duplica-
tion and DNA repair (including RAD51, CHK1, 
FANCD2). This selective nuclear export pathway 
involves differential regulation of the RNA- 
binding activity of ALYREF by the inositol poly-
phosphate multikinase (IPMK) [89]. Formation 
of R-loops, genome instability and alteration of 
TREX components have consistently been impli-
cated in many types of cancer [90]. The THOC1 
subunit of TREX is up regulated in ovarian, colon 
and lung cancers but down regulated in testis and 
skin cancers [14]. Phosphorylation of THOC5 by 
the leukemogenic protein tyrosine kinase (PTK) 
has been involved in chronic myeloid leukemia 
[26]. On the other hand, the interaction of the 
nuclear export co-adaptor CHTOP with the meth-
ylosome complex promotes PRMT1-dependent 
di-methylation of histone H4 on arginine 3 in 
gene promoters and intragenic regions, leading to 
the transcriptional activation of cancer-related 
genes involved in glioblastoma [75]. Expression 
levels of nuclear export adaptor ALYREF are 
dysregulated in colon, stomach, pancreatic and 
testis tumors with down regulation observed in 
high-grade cancers [14]. Expression of the adap-
tor LUZP4, which is normally restricted to testis, 
is up regulated in tumors from various tissues, 
and its expression is essential to the proliferation 
of melanoma cells [83]. Depletion of ALYREF 
[65], THOC1 [47] and LUZP4 [83] inhibit the 
proliferation of cancer cells and may therefore 
provide novel therapeutic strategies to treat some 
forms of cancer [11].

6.3.2  Alteration 
of the Nucleocytoplasmic 
Transport of mRNAs 
in Neurodegeneration

6.3.2.1  Neurological Disorders Caused 
by Genetic Mutations in TREX 
Subunits

Mutations in the core THO subunits of the TREX 
complex affect neuronal development and cause 
rare diseases. A chromosomal translocation that 
produces a chimeric inactive PTK2-THOC2 pro-

tein fusion leads to cognitive impairment, cere-
bellar hypoplasia and congenital ataxia in 
childhood [13]. The protein tyrosine kinase 2 
(PTK2) is involved in axonal and neurite growth 
however depletion alone does not cause this phe-
notype, indicating that the disease is due to the 
loss-of-function of THOC2. In addition, THOC2 
missense mutations that affect protein stability 
have been implicated in X-linked intellectual dis-
ability [46]. In addition, the expression levels of 
THOC1, THOC3, THOC5 and THOC7 proteins, 
but not of ALYREF, DDX39B and CHTOP, were 
also decreased, supporting a loss-of-function 
mechanism by global alteration of the THO sub-
complex. A homozygous missense mutation in 
THOC6 has also been reported in patients from 
two related Hutterite families, an isolated popula-
tion of 40,000 individuals living in the North 
American prairies, which present with intellec-
tual disability [2]. The mutation causes the 
THOC6 protein to mislocalize to the cytoplasm 
from the nucleus where it physiologically associ-
ates with THO in the TREX complex.

6.3.2.2  Mutations in Gle1 Cause Motor 
Neuron Diseases

Loss-of-function mutations in the mRNA export 
mediator Gle1 were shown to cause severe neuro-
degeneration that results in amyotrophic lateral 
sclerosis (ALS) [40] and fetal motor neuron dis-
ease (LCCS1, Lethal congenital contracture syn-
drome 1) [61]. ALS is an invariably fatal adult 
onset disease with an annual incidence rate of 
approximately 2 cases per 100,000 individuals. It 
leads to progressive loss of upper and lower 
motor neurons invariably resulting in progressive 
paralysis and death usually within 2–3 years from 
symptom onset. The autosomal recessive disease 
LCCS1 is caused by a Fin major mutation inher-
ited in Finnish families with an incidence rate of 
1 in 25,000 births. It leads to severe atrophy of 
spinal motor neurons and skeletal muscles and 
total immobility of the fetus, which lead to mul-
tiple joint contractures and pre-natal death. The 
Fin major mutation specifically impairs the 
nuclear export of bulk mRNAs in human cells, 
but not the Gle1 functions associated with trans-
lation, triggering loss of localization to the 
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nuclear pore and nuclear accumulation of poly-
adenylated RNA [17]. The mRNA targets and the 
pathophysiological mechanisms by which Gle1 
loss-of-function leads to neurodegeneration 
remains uncharacterised due to the severity of the 
disease phenotype and the lack of experimental 
animal and cell models.

6.3.2.3  Altered Nucleocytoplasmic 
Transport of mRNAs 
in Microsatellite Repeat 
Expansion Disorders

The nucleocytoplasmic transport of RNA and 
proteins is affected in several neurodegenerative 
diseases caused by repetition of microsatellite 
expansions. These have been subdivided into 
poly-glutamine (poly-Q) and non-poly- glutamine 
disorders. Poly-Q sequences encoded by CAG 
trinucleotide-repeat expansions have been 
reported in Huntington disease (HD) and several 
subtypes of spinocerebellar ataxia (SCA1-3, 6, 7, 
17). SCA8 and myotonic dystrophy type 1 (DM1) 
further involve bi-directional transcription of 
CUG-sense and CAG-antisense 
 trinucleotide- repeat transcripts. Non-poly-Q dis-
orders are caused by expansions ranging from 
trinucleotide to hexanucleotide repeats includ-
ing: (i) CGG repeats in Fragile X-associated 
mental retardations; (ii) pentanucleotide (ATTCT, 
TGGAA) and hexanucleotide (GGCCTG) expan-
sions in SCA10, 31 and 36 respectively; (iii) bi- 
directionally transcribed GGGGCC-sense and 
GGCCCC-antisense hexanucleotide-repeat 
expansions in chromosome 9 open reading frame 
72 (C9ORF72) related amyotrophic lateral scle-
rosis (ALS) [50, 62, 85].

Repeat expansions are found both in non- 
coding (5′-UTR, intronic, 3′UTR) and coding 
regions of mRNAs. They cause neurodegeneration 
through a complex pathogenesis involving protein 
loss-of-function and protein/RNA toxic gain-of-
function mechanisms through sequestration of 
proteins by RNA repeat sequences and production 
of toxic polymeric repeat proteins by repeat-asso-
ciated non-ATG (RAN) translation [50, 85]. This 
unconventional form of translation does not 
require canonical AUG start codons and can be 
initiated in all frames at various positions within 

the length of the repeat expansion. The molecular 
mechanism(s) of RAN translation remain poorly 
characterised but are dependent on the formation 
of secondary RNA structures that may recruit ribo-
somes similarly to internal ribosome entry site ele-
ments used by virus. The RAN translation of 
CAG-repeat transcripts lacking start codons into 
homo-polymeric proteins in all frames (poly-glu-
tamine, poly-serine and poly- alanine) was discov-
ered in cell models and SCA8/DM1 human brain 
tissue [94]. RAN translation of non-coding tran-
script regions was subsequently highlighted to 
occur from CGG repeats in the 5′-UTR of the 
FMR1 (fragile X mental retardation 1) gene in 
fragile X–associated tremor and ataxia syndrome 
(FXTAS) [77] and from GGGGCC sense/anti-
sense intronic repeats in C9ORF72-ALS [57, 95]. 
Moreover, RAN translation through coding CAG-
repeat expansions in the Huntingtin (HTT) gene 
was reported in HD [1].

Exonic CAG-repeat expansions found in poly-
morphic glutamine regions in autosomal- 
dominant cerebellar ataxias and HD lead to the 
translation of abnormal proteins with extended 
poly-Q domains that promote misfolding/aggre-
gation, abnormal binding to other protein factors 
and reduced interactions with protein partners. 
Strikingly, mechanisms of pathogenicity in mic-
rosatellite repeat expansion disorders are shared 
between the nuclear retention of repeat tran-
scripts that form characteristic RNA foci which 
sequester RNA-processing proteins and the cyto-
plasmic production of aggregating repeat pro-
teins by RAN translation. However the 
pathophysiological contribution of each of these 
alterations remains debatable and is to be pre-
cisely determined for each neurodegenerative 
disease. The mechanisms driving and regulating 
the nuclear export of repeat transcripts are there-
fore expected to play a key role in delineating 
pathological outcomes induced by nuclear reten-
tion of repeat transcripts and RAN translation in 
the cytoplasm.

Indeed, manipulating the expression levels of 
mRNA nuclear export factors either exacerbates or 
suppresses neurodegeneration in cellular and ani-
mal models of DM1 [21], C9ORF72-ALS [19] 
and poly-Q diseases [73, 80]. Manipulating the 
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expression of nuclear pore complex components is 
also a modifier of neurodegeneration in C9ORF72-
ALS. On the other hand, nucleocytoplasmic alter-
ations of protein trafficking have been extensively 
reported in HD, DM1, C9ORF72-ALS and upon 
expression of expanded poly-Q proteins [3], but 
will not be reviewed in this chapter which focuses 
on RNA nuclear export.

The accumulation of intranuclear RNA foci in 
Poly-Q diseases, SCAs, DM1, HD and C9ORF72- 
ALS suggest resistance to the nuclear export of 
repeat transcripts however the occurrence of 
RAN translation in the cytoplasm implies that a 
fraction is at least transported through the nuclear 
pore. CAG-repeat transcripts were shown to 
directly bind U2AF65 which serves as a nuclear 
export adaptor by interacting with NXF1 [80]. 
Consistent with this, the nuclear export of CAG- 
repeat transcripts is enhanced by overexpression 
of U2AF65 in HD models, while it is inhibited by 
overexpression of MBLN1 (muscleblind-like 
protein 1) which is sequestered on RNA repeats 
[73]. Reduced levels of Ref1, the Drosophila 
orthologue of ALYREF in mammals, exacerbate 
neurodegeneration in a DM1 model of Drosophila 
[21] suggesting that ALYREF is involved in the 
nuclear export of CUG-repeat transcripts.

In ALS, GGGGCC-repeat expansions are 
found in intron 1 of the C9ORF72 gene. Nuclear 
retention of pre-mRNA repeat transcripts would 
therefore be expected however RAN translation 
of dipeptide-repeat proteins indicates transport 
through the nuclear pore. The nuclear export 
adaptors ALYREF and SRSF1 were shown to 
directly interact with GGGGCC-repeat RNA and 
sequestration of adaptors was suggested to play a 
role in the abnormal nuclear export of C9ORF72 
repeat transcripts by triggering abnormal interac-
tions with NXF1 [8]. Interestingly, depleting the 
non-essential ALYREF factor in a C9ORF72- 
ALS Drosophila model ameliorates the rough eye 
phenotype [19]. Reduced levels of NXF1 and 
CHTOP intriguingly enhanced neurodegenera-
tion in this model [19] however this might be 
caused by indirect effects due to global alterations 
of the nuclear export of mRNAs. CHTOP has also 
been implicated in multiple other cellular func-
tions which would be altered upon depletion.

Widespread dysregulation of gene expression 
associated with these alterations of the nucleocy-
toplasmic transport in neurodegeneration present 
challenges but also opportunities for therapeutic 
intervention [27]. Evaluating the pathogenic con-
tributions between repeat protein production and 
RNA-mediated toxicity by nuclear retention of 
transcripts will be fundamental to the successful 
development of neuroprotective strategies. If 
expression of repeat proteins can kill cells 
in vitro, it is difficult to evaluate which levels are 
translated in patients and whether these are suf-
ficient to trigger toxicity depending on the repeat 
expansion, disease and cell type. There are how-
ever growing evidences for a pathogenic role of 
RAN-translation. For example, FXTAS was ini-
tially thought to be caused by intranuclear reten-
tion of transcripts and sequestration of splicing 
factors [37, 68] however the discovery of RAN 
translation in the same model challenged this 
view [77]. Similarly in C9ORF72-ALS, increas-
ing tenfold the number of intranuclear RNA foci 
does not significantly alter cell survival or global 
RNA processing while expression of dipeptide 
repeat proteins causes neurodegeneration [78].

The nuclear export of repeat transcripts 
appears to involve the NXF1 pathway and vari-
ous export adaptors such as ALYREF or 
U2AF65 in DM1 [21], poly-Q-related diseases 
[73, 80] and C9ORF72-ALS [19]. In FXTAS, 
PUR-alpha might play a role in the nuclear export 
of CGG-repeat transcripts [37] however the 
nuclear export receptor remains yet to be charac-
terised. The partial depletion of individual RNA 
nuclear export adaptors does not appear to be 
essential to the functioning of higher eukaryote 
cells due to high level of redundancy. Therefore, 
they might constitute new therapeutic targets for 
inhibiting the nuclear export of repeat transcripts 
and the production of toxic repeat proteins, par-
ticularly in disease where RAN translation 
appears to have a prominent role over the nuclear 
retention of transcripts.
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Abstract

Astrocytes are the most abundant non-neural cell type residing within the 
central nervous system (CNS) displaying tremendous heterogeneity 
depending on their location. Once believed to be ‘passive support cells for 
electrically active neurons’, astrocytes are now recognised to play an 
active role in brain homeostasis by forming connections with the sur-
rounding neurons, microglia and endothelial cells. Most importantly, they 
provide an optimum microenvironment for functional neurons through 
regulation of the blood brain barrier, energy supply and removal of debris 
and toxic waste.

Their dysfunction has been identified as a potential contributing factor 
for several neurodegenerative disorders, from Alzheimer’s Disease to 
Amyotrophic Lateral Sclerosis.

In this chapter, we will explore the implications of astrocyte dysfunc-
tion in neurodegenerative diseases and how these cells can be used as 
therapeutic targets in precision medicine.
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7.1  Astrocyte Function 
and Dysfunction 
in the Central Nervous 
System

Current research is discovering that many neuro-
logical diseases have shared pathological mecha-
nisms; for example, neuroinflammation and 
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neuronal death in concomitance with accumula-
tion of misfolded and oxidised protein aggregates 
are common features of Alzheimer’s disease 
(AD), Parkinson’s disease (PD) and Amyotrophic 
Lateral Sclerosis (ALS) [1–3]. Most of these phe-
nomena have been associated not only with motor 
neuron degeneration, but also with astrocyte dys-
function. In the next few sections, some of the 
studies providing evidence for astrocytes role in 
maintaining CNS function will be summarised 
along with studies highlighting how failure in 
those same functions is involved in neurological 
diseases.

7.1.1  Brain Homeostasis

Astrocytes maintain brain homeostasis through 
strict regulation of ion distribution, osmotic bal-
ance and recycling of glutamate, the main excit-
atory neurotransmitter in the CNS [4]. Glutamate 
uptake by astrocytes is an essential process as a 
high extracellular concentration of glutamate 
causes over-activation of neurons which could 
lead to excitotoxicity or cell death. Glutamate is 
taken into the astrocytes by sodium-dependent 
glutamate transporter proteins which are present 
on the cell membrane. Within the astrocyte, glu-
tamate is converted to glutamine by the enzyme 
glutamine synthase and is then converted back to 
glutamate at the synaptic terminal [5]. This 
uptake of glutamate stimulates glycolysis within 
astrocytes, resulting in the secretion of lactate to 
the surrounding neurons [6], which is an impor-
tant source of energy.

The function of glutamate transporters can be 
impaired either by altered function, reduced 
expression or disrupted RNA synthesis of the 
protein; this leads to increased synaptic gluta-
mate levels which cause excitotoxicity and neu-
ronal death [7] (Fig. 7.1). Studies performed by 
Rothstein [8] and Bruijn [9] documented that 
astrocytes from the motor cortex and spinal cord 
of patients with sporadic or familial ALS, as well 
as mutant SOD1 (mSOD1) mouse models, had a 
reduced expression of the glutamate transporter 
EAAT2 (GLT-1 in mouse). Rothstein [10] dis-

covered that complete knockdown of the gluta-
mate transporter caused paralysis and motor 
neuron degeneration. In agreement with the find-
ing that glutamate handling is impaired in ALS, 
the only treatment currently available for this dis-
ease is the antiglutamatergic drug Riluzole, the 
main function of which is to reduce the pre- 
synaptic release of glutamate to protect neurons 
from excitotoxicity [7].

7.1.2  Neuronal Development 
and Support

Astrocytes regulate neurite outgrowth through 
the production of growth promoting molecules, 
such as laminin, fibronectin, N-cadherin and neu-
ral cell adhesion molecule (NCAM), which guide 
the direction of growth during development or 
after injury [11]. They secrete growth factors 
essential for normal brain function, including 
neuronal growth factor (NGF), glial cell line- 
derived neurotrophic factor (GDNF), brain- 
derived growth factor (BDNF), glial maturation 
factor (GMF) and vascular endothelial growth 
factor (VEGF) [12]. Astrocytes have an impor-
tant role in the protection of neuronal cells from 
oxidative damage and neurotoxins. Healthy 
astrocytes will increase their metabolic activity 
after brain injury or during disease to promote 
regenerative processes [12].

Studies using chimeric mice for mSOD1 dis-
covered that there was a higher loss of motor neu-
rons when they were surrounded by mSOD1 
astrocytes than wild type astrocytes [13]. Multiple 
in vitro studies using post-mortem astrocytes 
from patients [14] or reprogrammed astrocytes 
from fibroblasts [15] have shown that astrocytes 
from ALS patients induce death of healthy motor 
neurons. Several pathways have been associated 
to this toxicity, but many aspects are still 
unknown. The study by Ferraiuolo [16] demon-
strated that astrocytes derived from mSOD1 
mouse models have altered lactate and nerve 
growth factor (NGF) processing which increases 
neuronal death signalling and vulnerability 
(Fig. 7.1).
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On the other hand, human and mouse studies 
appear to support the theory that astrocytes have 
a neuroprotective role in Parkinson’s disease 
(PD). Depletion of nitric oxide and glutathione 
are common pathological hallmarks of 
PD. Exposure of astrocytes to nitric oxide seems 
to stimulate glutathione production in the astro-
cytes and it is thought that glutathione availabil-
ity makes neurons less susceptible to reactive 
nitrogen species [7]. Data from patients with PD 
support this theory as the dopaminergic neurons 
were preserved when surrounded by glutathione- 
containing cells [17]. However, the role of astro-
glia in PD is still controversial and unexplained.

7.1.3  Blood Brain Barrier

The blood brain barrier (BBB) is a physical bar-
rier of cells that prevents the exchange of mole-

cules of a specific size and charge between the 
brain and the blood. The astrocytes form this bar-
rier with the endothelial cells and pericytes of the 
brain microvessels [18]. They also regulate cere-
bral blood flow in response to neuronal activity 
by releasing potassium ions through their end 
feet onto the blood vessels [4]. Permeability of 
the BBB is regulated by tight junctions which are 
activated by NF-kB upregulation in astrocytes; 
astrocytes also regulate blood vessel dilation 
through the release of prostaglandins which stim-
ulate calcium influx [18].

High-density lipoproteins move through the 
BBB to transport lipids into the brain tissue [19]. 
Astrocytes are responsible for the synthesis of the 
most abundant apolipoproteins in the CNS; ApoE 
and ApoJ [20]. Halliday [21] demonstrated that 
AD patients that were carriers for the APOE4 
gene displayed accelerated pericyte degeneration 
at the BBB. APOE4 also contributed to the acti-
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Fig. 7.1 Potential mechanisms of disease in astrocytes. 
(1) Dysregulation of glutamate transporters in astrocytes 
results in the accumulation of glutamate within the synap-
tic cleft and excitotoxicity. (2) The accumulation of pro-
tein aggregates, such as amyloid-β or misfolded SOD1, in 
neurons and astrocytes. (3) Upregulation of GFAP is a 
common feature of reactive astrocytes. (4) Increased 

NF-kB signalling promotes expression of pro- 
inflammatory cytokines leading to neuroinflammation. (5) 
Suggested increase in pro-NGF which binds to p75 recep-
tor on neurons, increasing death signalling. Reduced lac-
tate processing in astrocytes contributes to astrocyte 
toxicity to neurons
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vation of the LRP1-dependent CypA–MMP-9 
BBB-degrading pathway in the endothelial cells 
and pericytes, causing extensive damage to the 
BBB [21].

7.1.4  Inflammation and Immune 
Response

Since the brain has a limited capacity for regen-
eration, astrocytes must control inflammation 
and immune responses to prevent neuronal dam-
age. They release neuroprotective factors towards 
endothelial cells to increase permeability of the 
BBB, including cytokine IL-1 and IL-6, macro-
phage inflammatory protein, endothelin-1 and 
tumour necrosis factor (TNF) [12]. Astrocytes 
regulate inflammation through the release of pro- 
inflammatory cytokines (IL-1, IL-6, and TNF) or 
anti-inflammatory molecules (prostaglandin E2 
and transforming growth factor) [12]. They sup-
press the activity and induce apoptosis of T lym-
phocytes which are a source of neuroinflammation 
toxic to the CNS [22].

When astrocytes detect lesions in the brain, 
they undergo ‘reactive astrogliosis’; the astro-
cytes become hypertrophic and rapidly prolifer-
ate, increasing glial fibrillary acidic protein 
(GFAP) expression which is the main marker for 
the astrogliotic response (Fig. 7.1). Reactive 
astrogliosis is often seen in the later stages of dis-
ease and can be triggered by either the deposition 
of toxic amyloid-β protein aggregates or dys-
functional neuronal signalling [4]. Transgenic 
AD animal models have demonstrated altered 
calcium signalling in astrocytes associated with 
these plaques [23]. These activated astrocytes 
undergo apoptosis, forming more amyloid 
plaques positive for common astrocyte markers 
GFAP and S100β [4].

Neuroinflammation is also a classic hallmark 
of ALS seen across both mouse models and 
human patients with familial and sporadic cases. 
Astrocytes and microglia positive for mSOD1 
have been shown to express a multitude of pro- 
inflammatory genes [24]. Haidet-Phillips [14] 
found that the NF-kB pathway was the master 
regulator of inflammation in ALS astrocytes 

derived from post-mortem tissue using microar-
ray analysis. Frakes [25] demonstrated that 
NF-kB signalling is activated in glia during dis-
ease progression in a mSOD1 mouse model, sug-
gesting that NF-kB signalling regulates microglial 
activation in ALS.

7.2  Current Application 
of Personalised Medicine 
in Neurological Disorders

Since many neurological disorders share com-
mon pathological hallmarks, identifying the 
shared etiopathological mechanisms between 
diseases will allow the development of stratified 
therapeutics for more than one neurological dis-
order [26]. For example, cytoplasmic accumula-
tion of TAR DNA-binding protein 43 (TDP-43) 
is seen in multiple neurodegenerative disorders; 
from ALS to frontotemporal dementia (FTD), 
thus creating a new spectrum of diseases called 
TDP-43 proteinopathies [27]. The study by Tan 
et al. [28], where the authors assessed the severity 
of TDP-43 pathology in selected brain regions of 
patients with ALS, FTD and AD, also proposed 
that the regional concentration of TDP-43 could 
potentially characterise these distinct clinical dis-
orders. Advances in genetics have allowed medi-
cal professionals to make a start at personalising 
treatment for neurological disorders; however, 
these are still early days. To date the main efforts 
towards precision medicine have focused on a 
better classification of the patient population 
through the identification of disease-specific bio-
markers, as highlighted in the following 
sections.

7.2.1  Alzheimer’s Disease

AD is caused by a complex interplay of genetic, 
epigenetic and environmental factors that result 
in neuronal shrinkage and cell death, leading to 
progressive loss of cognition and memory. The 
main diagnostic hallmark is the accumulation of 
extracellular amyloid plaques which consist of 
amyloid-β and aggregated tau protein [29]. Due 
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to the aging population, disease prevalence of 
AD is predicted to triple by 2050 [30].

Neurons that are surrounded by reactive astro-
cytes develop intracellular protein aggregates and 
axonal pathology which makes them more sus-
ceptible to cell death. In AD, it has been proposed 
that amyloid-β aggregates interfere with the gap 
junctions between astrocytes which could alter 
calcium signalling and glial communication [29]. 
Studies suggest that astrocytes are responsible 
for the clearance of the Aβ peptide to prevent the 
accumulation of these plaques [31].

Positron emission tomography (PET) technol-
ogy is being used by clinicians to visualise these 
amyloid plaques in AD patients to assist in diag-
nosis and treatment [32]. Radioactive PET ligand 
1 ([18F]florbetapir) is used in the brain imaging of 
patients with cognitive defects to confirm a diag-
nosis of AD or other forms of dementia [33], 
while PET ligands 2 ([18F]flutemetamol) and 3 
([18F]florbetaben) detect the presence of amy-
loid plaques [34, 35]. These ligands have a great 
potential to improve patient treatment through 
the monitoring of patients undergoing therapy, 
patient-risk analysis and patient selection for 
Aβ-targeting therapy. However, recent studies 
suggest that the abnormal aggregation of the tau 
protein has a greater contribution to neurodegen-
eration in AD, therefore detecting the severity of 
tau pathology may be a more effective biomarker 
than amyloid plaques [36]. One PET tau imaging 
agent has been clinically validated [37] and three 
more have reached clinical trials [38–40].

7.2.2  Parkinson’s Disease

The cognitive impairment and dysfunctional con-
trol of movement in PD arises as the result of pro-
gressive dopaminergic neuron degeneration in 
the substantial nigra pars compacta and striatum 
[26]. On average, by the time of diagnosis 
patients will have already lost 60–70% of dopa-
minergic neurons [41], hence the need for bio-
logical indicators of disease progression early on.

In PD, microRNAs (miRNAs) are essential for 
neuron survival and previous studies have wit-
nessed miRNA downregulation in the substantial 

nigra, frontal cortex and cerebellum of PD 
patients [42]. The study by Khoo and colleagues 
[41] identified 9 pairs of miRNAs that are predic-
tive of PD and 13 differentially expressed miR-
NAs which could be potential biomarkers. After 
qPCR, replication and validation steps, this num-
ber was cut down to three candidate markers that 
showed the highest predictive biomarker perfor-
mance: k-TSP1(miR-1826/miR-450b-3p), miR-
626, and miR-505. Although the role of these 
miRNAs in PD pathogenesis is still unknown, 
previous studies have witnessed an upregulation 
of miR-1826 in the blood plasma of MS patients 
[43], miR-626 is overexpressed in the blood of 
glioblastoma patients [44] and miR- 505 has been 
called a potential ‘informative’ biomarker pres-
ent in the CSF of AD patients [45]. These diag-
nostic biomarkers are desperately required seeing 
as current diagnosis of PD relies on the clinical 
assessment of symptoms which occur once the 
neurons are heavily damaged [41]. Biofluids such 
as blood plasma and CSF are great resources for 
biomarkers however they have yet to be fully 
validated for use in clinical assessment [26].

7.2.3  Amyotrophic Lateral Sclerosis

ALS is associated with the progressive loss of 
motor neurons from the motor cortex, brain stem 
and spinal cord. It is estimated that 5–10% of 
patients have the hereditary form, known as 
familial ALS (fALS), while most patients are 
sporadic (90–95%). Devastatingly, 60% of 
patients die within 3 years of diagnosis normally 
due to respiratory failure and there is still only 
one treatment available, Riluzole, which provides 
only a modest benefit. Current research has dis-
covered 23 genes associated with ALS; these 
account for approximately two-third of fALS and 
10% of sporadic cases [46].

Mutant genes associated with ALS pathology, 
including TDP-43 and FUS, are directly involved 
in messenger RNA (mRNA) processing, 
 indicating that miRNAs may play a role in the dis-
ease. The study by Butovsky [47] demonstrated 
that the inhibition of pro-inflammatory miR-
155 in mSOD1 mice rescued mice from the dis-
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ease phenotype through restoration of abnormal 
microglia, hinting the therapeutic potential of 
miRNAs in ALS.

Interestingly, miR-125b is expressed by 
microglia and has been shown to activate NF-kB 
signalling in the CNS through targeting the 
tumour necrosis factor alpha-induced protein 3 
(TNFAIP3) A20. This microRNA has also been 
shown to regulate NF-κB-dependent inflamma-
tory and oxidative stress pathways in both mod-
els of AD [48] and ALS [49], thus indicating that 
miR-125b may be a potential biomarker and 
therapeutic target in both diseases.

7.3  Astrocytes Driving 
the Future of Precision 
Medicine

As summarised in the previous section, astro-
cytes contribute to a series of toxic mechanisms 
affecting neuronal function and survival. 
Therefore, these cells are vital in the develop-
ment of precision medicine either for cell replace-
ment, genomics, biomarker identification and 
drug discovery.

7.3.1  Sources of Astrocytes

Studies show that transplanted astrocyte progeni-
tor cells can survive and differentiate within the 
host brain, and have even been shown to slow 
down disease progression in ALS and Alzheimer 
animal models [50, 51]. However, these proto-
cols require the isolation of astrocyte progenitor 
cells from the neonatal brain from which there is 
only a small supply. These cells also have a dif-
ferent immunoprofile to the host, causing rejec-
tion and immune response to transplantation, 
meaning that they have limited use in cell thera-
pies [52].

In 2006, history was made when Takahashi 
and Yamanaka [53] demonstrated how to repro-
gram adult somatic cells into induced pluripotent 
stem cells (iPSCs) using four transcription fac-
tors; Klf4, Oct3/4, Sox2 and cMyc. This opened 
up a world of opportunities in the derivation of a 

huge supply of stem cells directly from diseased 
patients [4]. For example, the study by Chestkov 
[54] derived iPSC lines from ALS patient fibro-
blasts carrying the SOD1 mutation using either 
Sendai or lentivirus and further differentiated 
these lines into motor neurons.

Many studies have been able to reprogram 
astrocytes from human derived IPSCs [55, 56]. 
However, the problem is that these protocols are 
time-consuming, complex and are highly vari-
able in the maturation time of the astrocytes 
(Table 7.1). Therefore, a promising alterative to 
iPSC resources is the direct reprogramming of 
fibroblasts into astrocytes from an immuno- 
matched host [57].

Instead of generating IPSCs, direct repro-
gramming involves the use of cell-lineage tran-
scription factors to convert adult somatic cells 
into another cell type [15]. This technology has 
been used to generate sub-specific neural lin-
eages such as cholinergic, dopaminergic and 
motor neurons [62–64]. Meyer [15] decided to 
use direct reprogramming technology to derive 
astrocytes from ALS patient fibroblasts. Using 
the protocol from Kim [65], they generated tripo-
tent induced neural progenitor cells (iNPCs) 
from ALS patients and controls within 1 month. 
When these cells were differentiated into astro-
cytes, they displayed similar toxicity towards 
motor neurons in co-cultures as autopsy-derived 
astrocytes [14], making them useful tools in the 
development of drug screens.

7.3.2  Astrocytes in Cellular 
Transplantation Therapy

Further effort is being invested in the develop-
ment of cellular replacement therapy for neuro-
degenerative disease as it can provide therapeutic 
benefit through not only cell replenishment but 
also by reducing inflammation and protein aggre-
gates [57].

Both microglia and astrocytes are capable of 
phagocytosing and degrading amyloid-β deposits 
in the brain [31, 66]. In the study by Pihlaja et al. 
[51], the authors transplanted both mature and 
neonatal mouse astrocytes into the brains of AD 
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mouse models and ex vivo human AD brain sec-
tions. In these brain sections, only adult astro-
cytes were able to internalise the amyloid-β 
deposits, however both adult and neonatal astro-
cytes were able to remove aggregates in vivo 
within 1–7 days of transplantation. This study 
suggests that therapeutic strategies looking into 
the transplantation of amyloid-β-clearing astro-
cytes or promoting endogenous astrocytes to 
degrade these toxic aggregates [51] might lead to 
positive results.

Experimental therapies for PD are focused on 
preventing dopaminergic neuron loss using phar-
macological compounds or transplantation of 
new dopaminergic neurons [67]. The transplanta-
tion of astrocytes derived from glial-restricted 
precursor cells exposed to bone morphogenetic 

protein (GDABMP) into injured spinal cord have 
promoted the survival of multiple neuron popula-
tions [68]. Proschel [67] demonstrated that the 
delayed transplantation of rat or human GDABMP 
cells into an experimental model of PD rescued 
parvalbumin-positive GABAergic interneurons, a 
population that has not been rescued by any other 
experimental treatment, and restored synapto-
physin expression which is essential for synaptic 
function. Unlike previous cell transplantation 
methods in PD, GDABMP do not require genetic 
modification prior to transplantation since they 
intrinsically produce multiple therapeutic mole-
cules against PD symptoms, including BDNF, 
GDNF [68], neurotrophic factors, synaptogenic 
modulators and the antioxidant glutathione. The 
ability of these cells to target multiple problems 

Table 7.1 Protocols for astroglial differentiation from stem cells

Cell source Method of differentiation
Key transcription/growth 
factors Astrocyte outcome References

hESCs Neurospheres Heparin: 2 μg/ml Astrocytes 
appeared after 
9 weeks

[58]

FGF2: 20 ng/ml

BDNF/GDNF: 10 ng/ml

cAMP: 1 μM

Ascorbic acid: 200 μM

hESCs and iPSC Embryoid bodies Retinoic acid: 0.5 μm Populations of 
immature 
astrocytes

[59, 60]

FGF8: 50 ng/ml

SHH: 500 ng/ml

EGF/FGF2: 10 ng/ml

CNTF/LIF: 10 ng/ml

hESCs and 
hIPSC

Embryoid bodies SB43152: 10 μM 55–70% GFAP+ 
cells after 5 weeks

[61]

Noggin: 500 ng/ml

hIPSC Neurospheres/EZ spheres EGF/FGF2: 20 ng/ml 90% GFAP+ cells 
after 9 weeks

[56]

CNTF: 10 μl/ml

mESC, hESC 
and hIPSC

Monolayer LDN193189: 0.2 μM 100% S100β+ and 
70% GFAP+ cells 
after 80 days

[55]

SB43152: 10 μM

Ascorbic acid: 0.4 μg/ml

Retinoic acid: 1 μM

BDNF/GDNF: 10 ng/ml

mEF, hfibroblast Direct reprogramming Lentiviral vectors: NFIA, 
NFIB, SOX9 TFs

Astrocytes derived 
from fibroblasts 
after 2–3 weeks

[52]

hfibroblast Direct reprogramming Retroviral vectors: Klf4, 
Oct3/4, Sox2 and c-Myc

iAstrocytes 
generated from 
patients in less 
than 4 weeks

[15]

FGF2/EGF: 20 ng/ml

Heparin: 5 μl/ml

DMEM: 10% FBS and 
0.3% N2
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within the PD model indicate the potential of 
using astrocytes as a vehicle for restoration of the 
CNS [67].

Human derived neural stem/progenitor cells 
(NSC/NPC) are a promising tool for cell replace-
ment due to their plasticity and the ability to dif-
ferentiate into neurons, astrocytes and 
oligodendrocytes. The study by Das [69] injected 
young and aged rats with human NPCs derived 
from the foetal brain to investigate if cell replace-
ment therapy could rescue motor neuron function 
in aging. There was a short-term motor neuron 
rescue seen in young rats receiving NPC injec-
tions, although there was a much more robust 
NPC survival and migration towards the aged 
motor neurons. Unfortunately, the implantation 
of NPCs had no positive effect on motor neuron 
function as they were unable to provide protec-
tion to neuromuscular junction (NMJ) innerva-
tion, preventing motor neurons from innervating 
and stimulating the muscle [69].

Human IPSCs represent an alternative source 
to human derived-NSCs. Transplantation of 
human IPSC-derived neural progenitor cells into 
mSOD1 mice have been shown to differentiate 
into healthy astrocytes, upregulate expression of 
neurotrophic factors and increase survival of 
mice [70]. A second study by Nizzardo [71] also 
found that the transplantation of neural stem cells 
enhanced neuronal survival and maintained NMJ 
integrity in mSOD1 mice. The authors suggest 
that the implanted NSCs secrete growth factors 
that inhibit the GSK3β pathway, preventing 
motor neuron death. Cellular transplantation of 
NSC might directly protect motor neurons from 
degeneration and indirectly by antagonising the 
toxic effects of astrocytes [71].

One question that arises is why did the IPSC- 
derived NPCs in Nizzardo’s study improved 
motor function and the human-derived NSCs in 
Das’s study did not? Das [69] suggests that the 
dysfunctional microenvironment in ALS is more 
susceptible to NSC survival than the wildtype 
environment due to the higher availability of 
space, more permissible factors or the weakened 
immune system of the model, indicating the 
NSCs are more likely to survival and exert bene-
ficial effects within the ALS model.

The promising results from these studies in 
rodents have led to attempts to translate this into 
clinical trials for patients (https://clinicaltrials.
gov/ct2/home). Clinical trials using transplanta-
tion of glia progenitors for ALS and other dis-
eases are listed in Table 7.2.

7.3.3  Astrocytes in Genomics 
and Transcriptomics

As highlighted in the previous sections, astro-
cytes have been identified as key players in dis-
ease development in several neurodegenerative 
disorders. Gene expression profiling has greatly 
contributed to uncover the molecular mecha-
nisms underlying the progression of neurodegen-
erative diseases, helping us identify specific 
biochemical pathways and cellular processes that 
are altered by disease. Gene expression profiles 
of the CNS are difficult to comprehend due to the 
complex interplay of microglia and astrocytes 
interspersed between different neuronal sub-
types. This means that cell specific gene expres-
sion changes cannot be detected when analysing 
the whole brain tissue [72].

To overcome this problem, several studies 
have used laser capture microdissection (LCM) 
in order to isolate single cells from brain or spinal 
cord and obtain a highly enriched cell population 
for transcriptomic analysis [16, 73–75]. These 
studies led to the identification of pathways spe-
cifically activated/altered in astrocytes during 
disease.

In a longitudinal study analysing astrocytes 
isolated from the spinal cord of mSOD1 mice 
throughout disease, the lactate shuttle between 
astrocytes and neurons was identified as altered 
at the pre-symptomatic stage of ALS for the first 
time [16]. As disease progresses, inflammatory 
pathways and cytokine production increase, 
along with astrocytic lysosomal and phagocytic 
activity [73].

Simpson et al. [76], by analysing different 
post-mortem brain areas from AD patients, iden-
tified dysregulation of genes associated with cell 
proliferation, apoptosis, and ubiquitin-mediated 
proteolysis at low Braak stages, while they found 
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that altered regulation of intracellular signaling 
pathways, including insulin, phosphatidylinositol 
3-kinase (PI3K)/Akt, and mitogen-activated pro-
tein kinase (MAPK) pathways were primarily 
associated with high levels of Alzheimer-type 
pathology, and occurred at lower Braak stages in 
individuals with the APOEε4 allele. These stud-
ies identified valuable therapeutic targets, either 
based upon timing of disease [16, 73] or brain 
regions associated with specific genetic muta-
tions [76].

One of the limitations of LCM is the length of 
the process as well as the potential contamination 
with surrounding cells. Srinivasan and coleagues 
[72] generated a method of isolating neuronal 
and non-neuronal cell types simultaneously from 
brain tissue without these limitations. All enzy-
matic incubations were performed at 4 °C or on 
ice and specific cell types were immunolabelled, 
for example, anti-GFAP label for astrocytes, anti- 
CD11b for microglia and anti-NeuN for neurons. 
The authors generated sequencing data from spe-
cific cell type populations derived from the brain 
tissue of mouse models and human patients with 
FTD, ALS and AD [72]. From this data, they 
determined that the different patterns of gene 

expression in disease is due to the altered cellular 
composition of the brain tissue rather than 
changes in transcriptional regulation patterns. In 
ALS and FTD, there was a recurring trend of 
lower neuronal RNA expression and higher lev-
els of astrocytic and microglia RNA which 
reflected the altered neuron to glia ratio due to 
neuronal loss. However, the authors were unsure 
as to how representative the population of puri-
fied cells are to the tissue as transcripts were only 
derived from the cell body; dendrites and axons 
were lost during dissociation [72].

Gene expression analysis is often used to 
identify therapeutic targets, however, an interest-
ing approach has been undertaken by Aronica 
et al. [77] The authors performed whole-genome 
expression analysis of post-mortem cortex tissue 
from sporadic ALS (sALS) patients and normal 
controls to explore the entire spectrum of genetic 
and molecular pathways in ALS pathology. 
Using these data, they were able to distinguish 
between patient and control samples, and then 
further subdivide the patients into two groups 
which had similar expression profile changes. 
However, the authors argue that a much larger 
sample size is required in order to categorise 

Table 7.2 Current clinical trials using transplantation of glia progenitors for ALS and other neurological diseases 
(https://clinicaltrials.gov/ct2/home)

Study name Condition Intervention

Safety of the injection of human glial 
restricted progenitor cells into subjects 
with ALS

ALS Transplantation of human glia 
progenitor cells

Dose escalation and safety study of 
human spinal cord derived neural stem 
cell transplantation in ALS patients

ALS Transplantation of human spinal cord 
stem cells

Transplantation of human neural 
progenitor cells secreting GDNF for the 
treatment of ALS

ALS Transplantation of human glia 
progenitor cells

Safety and tolerability of fetal 
mesencephalic dopamine neuronal 
precursor cells for Parkinson’s disease

PD Transplantation of mesencephalic 
neuronal precursor cells

Embryonic dopamine cell implants for 
Parkinson’s disease

PD Transplantation of embryonic dopamine 
cell implants

Infusion of recombinant-Methionyl 
human GDNF for the treatment of 
idiopathic PD

PD Administration of recombinant- 
methionyl human GDNF

Infusion of recombinant-Methionyl 
human GDNF to treat progressive 
Supranuclear palsy (PSP)

PSP Administration of recombinant- 
methionyl human GDNF
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patients by clinical characteristics [77]. Molecular 
taxonomy of patients through gene expression 
analysis has been used in cancer to diagnose and 
develop personalised therapies [78]. This taxon-
omy could also be used in sALS patients to 
uncover hidden pathogenic mechanisms and 
develop personalised treatment [77].

A similar approach was also taken by Wang 
and colleagues [79]. The authors analysed the 
transcription profile of 19 cortical regions from 
125 individuals with a severity spectrum of 
dementia and neuropathology of AD. Comparing 
their data with single-cell RNA-sequencing data, 
the authors determined that the cells mainly con-
tributing to the transcriptional alterations were 
neurons, astrocytes and oligodendrocytes. Their 
contribution was different in different brain 
regions, thus suggesting that pathology is driven 
by selective regional vulnerability. By analysing 
the data in terms of degree of severity, the authors 
observed that most of the transcriptional changes 
occur early in the disease and astrocytes and oli-
godendrocyte play a crucial role in neuronal 
death.

7.3.4  Astrocytes in Diagnostic 
and Prognostic Biomarkers

Biomarkers are proteins, lipids or mutant tran-
scripts associated with disease that can be used to 
tract normal or abnormal biological processes 
[80]. They can be divided into three sub- 
categories; prognostic (determine stage of dis-
ease), therapeutic (determine the right drug at the 
right dose) and predictive (the effectiveness of 
treatment) [81]. A good biomarker is tested on 
the sensitivity, specificity and positive predictive 
value; new technology such as genomics, pro-
teomics and bioinformatics can be used to help 
develop more accurate biomarkers [82]. This is 
important for the advancement of medicine as 
novel biomarkers increase treatment efficiency 
and safety and reduce the cost of diagnostic 
methods and treatments [81].

An effective way of monitoring neurological 
disease would be using serum biomarkers. This 
minimally invasive technique is able to detect 

brain-specific pathology and is reflective of the 
health status of the glial cells [83]. Previous 
studies have detected GFAP in the blood serum 
both before and after traumatic brain injury [84]. 
Using GFAP as a clinical biomarker could be a 
cost-effective replacement to expensive imaging 
scans while retaining diagnostic sensitivity [83]. 
Another astrocyte marker S100β has also been 
detected in the blood of patients with neurologi-
cal disorders [85]. This gene is mainly expressed 
by mature astrocytes and is responsible for regu-
lation of calcium signalling and apoptosis in the 
surrounding glial cells [83]. A comparison study 
between S100β and GFAP found that S100β 
rose and peaked within the serum at 2 h post-
injury while GFAP rose more steadily over the 
first 4 h after injury [84]. Shepheard et al. [86] 
validated the use of the extracellular domain of 
the neurotrophin receptor p75 (p75NTRECD) as a 
candidate marker for ALS; there were increased 
levels of p75NTRECD detected in the urine of 
human ALS patients and mSOD1 mice. This 
links back to the study by Ferriauolo [16] which 
demonstrated that the increased activation of 
pro-nerve growth factor and p75 signalling were 
important components of astrocyte toxicity in 
ALS.

During reactive astrogliosis, there is a wide 
variety of gene expression changes which could 
be used as medical biomarkers to tract disease 
progress. PET tracers can detect neuroinflamma-
tion and microglial activation through the expres-
sion of the translocator protein (TSPO) on the 
outer mitochondrial membrane [87]. Studies 
show that TSPO expression is globally non- 
existent in a healthy brain, but the expression rap-
idly increases during astrocytic/microglial 
activation and neuroinflammation [88], making 
TSPO an attractive biomarker for targeting reac-
tive gliosis in cerebral inflammation and imaging 
microglial activation [87].

Another potential biomarker is the type 2 can-
nabinoid receptor (CB2R) which is virtually 
undetectable in healthy tissue but greatly 
expressed in activated astrocyte and microglial 
cells [89]. This receptor is also found in macro-
phages and peripheral T lymphocytes as it is 
involved in central and peripheral inflammatory 
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responses [90]. Previous studies have discovered 
PET ligands of CB2 receptors that could be 
potential biomarkers for multiple sclerosis (MS) 
[91, 92].

Monoamine oxidase type B, located the outer 
mitochondrial membrane, is also greatly 
expressed in reactive astrocytes in neurological 
disease [93]. It is responsible for the modulation 
of neurotransmitter concentrations, making it a 
major drug target for movement disorders [94]. 
Gulyas et al. [95] reported increased monoamine 
oxidase type B expression in reactive astrocytes 
of AD patients and it is currently beginning 
investigated in MS [94].

7.3.5  Astrocytes in Drug Screening

Over the previous decades, research has been 
focusing on how genetic differences between 
individuals can lead to variations in patient drug 
response, giving rise to pharmacogenetics which 
aims to tailor drug choice and dosage based on 
the individual patient’s genome for optimal ther-
apeutic benefit. Neurodegenerative diseases dem-
onstrate widespread genetic variability, hence 
there is a broad range of patient responses to pre-
scribed medications, in both terms of efficiency 
and adverse reactions [96]. The acetylcholines-
terase inhibitor Donepezil is the main prescribed 
drug treatment for AD, providing a modest ben-
efit on cognitive function, behaviour and disease 
progression in both moderate and severe AD 

patients [97]. Approximately 15–20% of patients 
demonstrate abnormal metabolism of the drug, 
depending on the function of CYP-related 
enzymes CYP2D6, CYP3A4, and CYP1A2. The 
CYP2D6 locus has more than 100 different poly-
morphisms which define whether a patient is a 
poor, normal or ultra-rapid metaboliser of the 
drug [97]. In PD, 80% of patients treated with 
levodopa demonstrate positive benefits to initial 
therapy, but 45% of these patients develop 
levodopa-induced dyskinesias within 5 years of 
treatment [98]. Genetic research has identified 
multiple genetic polymorphisms as strong candi-
dates for determination of safety and efficiency 
of levodopa treatment, see table, however many 
of these are still controversial [96] (Table 7.3).

CNS drug development has slowed down 
since the 1990s as the candidate drugs often fail 
at the later stages of clinical trials. Almost all 
experimental drugs for ALS have failed clinical 
trials, potentially due to the unreliability and spe-
cies differences of current animal models [105] 
or the heterogeneity of the patient population 
included in the trial. To overcome this problem, 
Isobe [106] used hESC-derived motor neurons 
with identical genetic backgrounds but differing 
mutations in SOD1 to investigate whether differ-
ent SOD1 mutations might lead to different drug 
response. Surprisingly, through this model, they 
discovered mutant-specific morphological altera-
tions within the motor neurons and differential 
drug responses. This result indicates that most 
likely heterogeneous patient populations will not 

Table 7.3 Patient response to L-dopa mediation variation based on individual genetic mutations

Gene Polymorphism Drug response to L-dopa References

BDNF rs6265 (Val66Met) Significantly higher risk of 
developing dyskinesias early 
on in course

[99]

ACE rs4646994 Risk of L-dopa-induced 
psychosis

[100]

APOE rs429358 rs7412 (e2, e3, e4) No association with 
L-dopa-induced dyskinesias

[101]

OPRMI rs1799971 (118A>G, 
Asn40Asp)

Increased risk of earlier onset 
of dyskinesia

[102]

MAOB rs1799836 intron 13 No association with L-dopa 
dosage.

[96]

GBA Various mutations Higher risk of L-dopa 
induced dyskinesias

[103, 104]
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benefit from the same drug treatment, thus indi-
cating that there is a great need for targeted preci-
sion medicine.

Consistently, the study by Shichinohe [107] 
found that the compound MCI-189 only provided 
neuroprotective effects to motor neurons express-
ing the G93A-SOD1 variant. This suggests that 
neuroprotective drugs may be effective at treating 
ALS phenotypes with specific SOD1 mutations. 
There are currently no reports that astrocytes also 
display these SOD1 mutation-dependent drug 
responses but this question should be addressed if 
we are to attempt to classify ALS into treatment- 
responsive categories.

Studies using transgenic AD mouse models 
have found that GFAP expression changes in 
astrocytes between different regions in the brain 
and at different stages of disease progression 
[108, 109], reinforcing that subpopulations of 
astrocytes play separate roles in disease. Barbeito 
and collaborators [110] isolated an astrocyte sub-
population from the spinal cord of transgenic 
mSOD1 rats, which he referred to as ‘aberrant 
astrocytes’ due to their fierce proliferation capac-
ity. These aberrant cells were morphologically 
different to primary neonatal astrocytes, lacked 
detectable GLT-1 expression and their condition 
medium was specifically toxic to motor neurons 
[110]. These astrocytes are considered a distinct 
subpopulation of highly toxic astrocytes which 
could represent an additional cellular target for 
future treatment of ALS [111].

Drug screening in cellular cultures is a process 
traditionally mainly used by pharmaceutical 
companies to identify candidate compounds for 
further investigation but with the development of 
new automated systems and widespread avail-
ability of screening facilities, academic sites have 
also embarked in high-throughput drug screening 
[112].

Most drugs have a targeted approach; compa-
nies develop drugs that target only one gene or 
biological pathway which selectively helps to 
treat the disease while avoiding adverse effects. 
However, drugs with a selective target do not 
always deliver an effective treatment, as target 
engagement and phenotypic effect do not always 
match, due to the complexity of neurological dis-

eases. For this reason, more effort has been 
invested in developing phenotypic screenings 
with a disease-relevant readout.

These cell culture models normally consist of 
2D cultures containing neuronal-like cells such 
as neuroblastoma [113] or patient derived IPS 
cells [114]. However, 3D cultures of interacting 
cell types from different tissues are needed to be 
fully representative of the organ system, as the 
establishment of cell-cell and cell-extracellular 
matrix interactions in in vitro 3D models tries to 
mimic the tissue microenvironment [115]; reduc-
ing the gap between animal models and human 
trials [116].

Whilst high content imaging, combined with 
high-throughput drug screening, has been applied 
to primary neurons [117, 118], iPSC-derived 
neural progenitors [119] and motor neurons 
[120], very few studies so far have focused on 
astrocytes and neurons co-cultures [121, 122] 
and only one used cells from ALS patients [122].

Rinaldi and colleagues [122] described a 
robust 96-well assay to identify drugs that can 
dampen ALS astrocyte toxicity against motor 
neurons Z-score (0.679), thus supporting the idea 
that astrocytes and co-culture screenings can be 
used for precision medicine.

The identification of pharmacological agents 
for PD has proved slow going due to the limited 
availability of human cell-based neuronal mod-
els. The study by Efremova [123] combined 
immortalized mesencephalic neuronal precursors 
differentiated into post-mitotic dopaminergic 
neurons and immortalized murine astrocytes to 
create a potential new co-culture model to test 
experimental neuroprotective compounds against 
the toxic compound MPTP (1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine). The most striking 
finding from this study was the different efficacy 
of the neuroprotective compounds between 
mono- and co-cultures. This lack of protection in 
the co-culture assays could be explained by com-
pounds being metabolised or modified by the 
astrocytes or that neuronal metabolism and cell 
death mechanisms might be altered in the pres-
ence of astrocytes, potentially indicating that 
astrocytes respond differently to different drugs 
[123].
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7.4  Conclusion

More personalised approaches to medicine are 
being investigated in neurological disease 
because of the gap between patient disease vari-
ability and categorisation, possibly resulting in 
overall failure of clinical trials [26]. The desper-
ate need for better patient classification and 
effective drugs converge in the concept of preci-
sion medicine, where patients with a certain 
“profile” can be identified as responders or non- 
responders to a treatment. An overwhelming 
amount of evidence has indicated that glial cells 
[79, 124, 125] contribute to the early phases of 
neurodegeneration.

Astrocytes are the cellular backbone of the 
CNS, providing support to the neurons through 
formation of the blood brain barrier, glutamate 
regulation, cellular communication, inflamma-
tion and the immune response. Therefore, it is not 
surprising that neurodegenerative diseases occur 

in concomitance with astrocytes dysfunction. In 
this book chapter we have tried to highlight the 
many pathways controlled by astrocytes and how 
their failure contributes to neurological disease in 
a wide variety of ways; dysfunction of glutamate 
transport, reactive astrogliosis and neuroinflam-
mation, altered metabolism and growth factor 
secretion to mention a few.

In terms of precision medicine, astrocytes 
could be used to predict disease susceptibility, 
monitoring disease progression and developing 
the right drug at the right dose for treatment of 
patients (Fig. 7.2). The technology generated by 
Takahasi and Yamanaka [53] has opened up a 
world of opportunities in the derivation of a huge 
supply of stem cells directly from diseased 
patients which could help treat and understand 
disease. Cellular reprogramming could be used to 
derive patient fibroblasts into astrocytes and these 
astrocytes would behave uniquely to that patient 
phenotype. Patient astrocytes could be used in 

Fig. 7.2 Astrocytes as a target for personalised medicine. 
Astrocytes and NPCs can be harvested from mice or 
human brain or spinal cord or derived from fibroblasts or 
stem cells using differentiation and reprogramming tech-

nologies. They have a wide variety of uses in cellular 
transplantation theraphy, drug screening, screening, 
genomic expression and biomaker studies
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drug screening to identify new target compounds 
and understand the underlying mechanisms of 
drug treatment [122] (Fig. 7.2). These methods 
could be used to either individualise drug treat-
ment or stratify it to a subgroup with similar 
mutations or genetic setup. To provide further 
evidence to back up the drug screening analysis, 
astrocytes could be used to study what genes the 
patient expresses, identify possible drug treat-
ments and discover drug mechanisms through 
RNA sequencing post drug treatment (Fig. 7.2). 
Biomarkers allow us to tract the abnormal bio-
logical processes that arise during disease. 
Identification of these protein aggregates in 
fibroblast- derived patient astrocytes could be 
used as diagnostic biomarkers or prognosis in 
response to treatment.

Precision medicine is moving medicine away 
from the ‘one size fits all’ therapy, which is 
important for complex mainly sporadic disorders 
like ALS, AD and PD where the patient gene 
expression profile is as unique as a fingerprint. 
Further experimental investigation of patient- 
derived astrocytes is required to explore their 
potential as a tool for precision medicine, but 
their overpowering number and varied functions 
make them the ideal therapeutic target. Astrocyte 
manipulation can, in fact, lead to a complete 
modification of the environment surrounding 
injured neurons, thus potentially halting 
degeneration.
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Mitochondrial Diseases as Model 
of Neurodegeneration

Laila A. Selim and Heba Hassaan

Abstract

“Mitochondria” partially autonomous sophisticated cellular organelle 
involved in a wide range of crucial cellular functions, well known as the 
power house of the cell where ATP (adenosine triphosphate) production 
takes place, that is the cellular source of energy.

Mitochondria has its own genome, however proper functioning of the 
mitochondria is dependent upon the coordinated expression of both 
nuclear and mitochondrial encoded gene products. Peculiar maternal 
inheritance of mitochondrial DNA has led the scientists to think about 
mitochondrial donation as a solution to maternally inherited mitochondri-
opathy “Three parent baby”, raising many ethical and scientific issues, 
concerns about safety of the procedure, long term outcome and effect of 
genetic modification are still questionable.

Mitochondrial DNA has a higher mutation rate compared to nuclear 
DNA. Mitochondrial research has revealed a lot about methods of its DNA 
repair emphasizing the role of nuclear encoded products in this process.

Mitochondrial diseases are clinically and genetically diverse, fortu-
nately next generation sequencing (NGS) technologies have made a break-
through in mitochondrial disorders, the whole mitochondrial genome has 
been sequenced with more than 250 nuclear encoded genes associated 
with mitochondrial syndromes identified to date, It unraveled the role of 
mitochondrial disorders in neurodegenerative disorders. However many 
pathogenic candidate genes remain uncharacterized even with whole 
exome sequencing (WES).
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In this chapter here we handle cases with various neurodegenerative 
diseases that have been genetically diagnosed thanks to NGS, revealing 
the role of mitochondrial dysfunction in neurodegeneration, offering a 
therapeutic target for these handicapping disorders.

Keywords

Mitochondria • Mitohondrial genome (mtDNA) • Mitochondrial dysfunc-
tion • Gene • Mutation • Sequencing • Neurodegeneration

8.1  Introduction

Mitochondrion, from the Greek μίτος, mitos, i.e. 
“thread”, and χονδρίον, chondrion, i.e. “granule” 
or “grain-like” [1], is a highly sophisticated cel-
lular organelle, and unlike any other structure in 
mammalian cells is partially autonomous, highly 
dynamic, possessing its own genome [2] with 
peculiar characteristics defining mitochondrial 
inherited diseases. Nevertheless proper function-
ing of mitochondria is dependent upon the coor-
dinated expression and interaction of both nuclear 
and mitochondrial-encoded gene products [3].

Altmann, the first to recognize ubiquitous 
occurrence of mitochondria in 1890, was a 
German pathologist who described them as “ele-
mentary organisms”, and called them “bioblasts” 
carrying out vital functions [4]. In the 1990s, the 
structure of mitochondria could be visualized by 
electron tomography revealing the striking three- 
dimensional (3D) images of their internal mem-
brane system lacking molecular details which are 
now revealed by the Cryo-EM showing the archi-
tecture of mitochondrial membranes and their 
macromolecular components at increasing levels 
of detail [5].

There are about ten million billion mitochon-
dria in the human body with 1–2 k in each liver 
cell [6]. It is well known that mitochondria are 
the main organelles involved in ATP supply to the 
cells through oxidative phosphorylation 
(OXPHOs). They also play a crucial role in the 
synthesis of key molecules and response to oxi-
dative stress resulting from naturally occurring 
inefficiencies of oxidative phosphorylation gen-
erating reactive oxygen species. They are in con-
tinuous dynamic movements required for 

correction of respiratory activity through fusion 
and or fission [7]. Mitochondrial dysfunction has 
been implicated in premature aging, age-related 
diseases, tumor initiation and progression as well 
as pathogenesis of Diabetes Mellitus, Alzheimer’s 
and Parkinson’s diseases [8].

This chapter handles mitochondrial structure 
describing OXPHOS system and energy produc-
tion, mitochondrial genome, peculiar mitochon-
drial inheritance, how the recent advances in 
technology helped in mitochondrial medicine, 
role of mitochondria in some neurodegenerative 
diseases especially in infancy and childhood 
illustrated with clinical cases.

8.2  Structure 
of the Mitochondrion

The mitochondrion is a cellular organelle with 
outer and inner membranes separated by an inter-
membrane space; outer smooth and inner highly 
folded one forming structures called cristae 
which allow large surface area of the inner mito-
chondrial membrane to accommodate enzymes 
of the mitochondrial energy-generating apparatus 
OXPHOS [9]. The number of cristae is related to 
the energy requirement for the vital functions of 
certain cell type as well as the number of mito-
chondria per cell [10].

The outer membrane is porous, freely tra-
versed by ions with no membrane potential 
across, but it needs special translocases for larger 
molecules especially proteins to pass through. On 
the other hand the inner membrane forms a tight 
diffusion barrier that for any ion or molecule to 
get across it needs the aid of specific membrane 
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transport protein, and as a result of ion selectiv-
ity, an electrochemical membrane potential is 
created across [5]. The inner mitochondrial mem-
brane is enriched with the proteins involved in 
mitochondrial fusion, transport of nuclear- 
encoded proteins, oxidative phosphorylation 
(OXPHOS), iron-sulfur cluster biogenesis, pro-
tein synthesis and transport of mtDNA-encoded 
proteins [10]. Between the inner and outer mito-
chondrial membranes is the intermembrane space 
containing the chemical cytochrome C, its acci-
dental or programmed leak can trigger cell death 
by apoptosis [6].

Mitochondrial DNA is present in the mito-
chondrial matrix; the site of organelle DNA rep-
lication, transcription, protein biosynthesis and 
numerous enzymatic reactions [5] (Fig. 8.1).

8.3  OXPHOS System and Energy 
Production

Mitochondria is well known as the power house 
of the cell where ATP is primarily synthesized in 
by oxidative phosphorylation (OXPHOS system) 
to be consumed throughout the cell [12], This 
OXPHOS system comprises five transmembrane 

complexes (I–V) consisting of ~90 protein sub-
units that are encoded by either the mitochon-
dria’s own genetic material (mtDNA) or the 
nuclear genome [8] (Fig. 8.2). Proper functioning 
of OXPHOS system further requires the assis-
tance of nDNA-encoded assembly factors [13].

Electrons harvested from the catabolic pro-
cesses of glycolysis, fatty acid oxidation and the 
tricarboxylic acid (TCA) cycle enter the electron 
transport chain (ETC) on the inner mitochondrial 
membrane where electron transfer is coupled to 
proton translocation out of the mitochondrial 
matrix creating electrochemical gradient that is 
used by complex five (ATP synthase) to form 
ATP (energy currency for the cell). In addition to 
the five multimeric complexes ubiquinone and 
soluble cytochrome c are mobile carriers embed-
ded in inner mitochondrial membrane facilitating 
intra-protein electron transfer [12].

Complex I or NADH: ubiquinone oxidore-
ductase is the largest and most complicated one 
[15] which consists of 45 subunits, seven encoded 
by mitochondrial DNA and thirty eight by nuclear 
DNA [4] and over ten assembly factors [16] 
(Fig. 8.3). Complex I is the entry point for elec-
trons from NADH, which are used to reduce ubi-
quinone (Q) to ubiquinol (QH2) that is 

Porin
Outer membrane

Inter-membrane space

Inner membrane

Matrix

Cristae

Ribosome

Circular DNA
ATP synthase

Electron Transport
Chain

Fig. 8.1 Mitochondrion structure: inner and outer membranes with the inner one folded into cristae, carrying proteins 
of electon transport chain and enclosing the matrix [11]
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subsequently used by complex III to reduce cyto-
chrome C in the intermembrane space (IMS), and 
complex IV uses cytochrome c to reduce molecu-
lar oxygen, which is the ultimate electron accep-
tor. Complex IV (also known as cytochrome c 
oxidase (COX)) is the terminal enzyme complex 

of the mitochondrial respiratory chain [17]. The 
human COX enzyme comprises 14 structural 
subunits, three of which are of mitochondrial ori-
gin and form the catalytic core [18, 19]. The 
remaining components are translated on cyto-
solic ribosomes and imported into mitochondria, 

Fig. 8.2 OXYPHOS system showing four complexes of the mitochondrial respiratory chain embedded in the inner 
mitochondrial membrane where electron transfer is coupled to proton translocation out of the mitochondrial matrix [14]

Fig. 8.3 Structure of 
Complex I; the largest of 
the electron transport 
chain with 45 subunits, 
38 of which as well as 
the assembly proteins 
are encoded by nuclear 
DNA while seven only 
are encoded by 
mitochondrial DNA [21]
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over 20 different assembly factors are essential to 
form a mature complex IV [20].

For each NADH molecule oxidized, ten pro-
tons are translocated across the membrane from 
the matrix to the IMS. Complex five known as 
Adenosine triphosphate (ATP) synthases use the 
energy stored in a transmembrane proton-motive 
force to synthesize ATP from adenosine diphos-
phate (ADP) and inorganic phosphate [12].

Complex II consists entirely of nuclear- 
encoded proteins [22]. Complex II (succinate–
quinone oxidoreductase) provides an additional 
entry point for electrons into the chain [12].

8.4  Mitochondrial Genome

Mitochondrion has its own genome with peculiar 
characteristics (Fig. 8.4). Pre and post fertilization 
events ensure uniparental inheritance of mito-
chondrial genome eliminating paternal one, and 
accordingly mitochondrial DNA is maternally 
inherited [23]. However Mitochondria need to 
import a lot of proteins encoded by nuclear genes 
to function properly, more than 1000 genes play a 
role in mitochondrial function [24]. This divided 
mitochondrial diseases genetically into two main 
categories, those due to defect in mitochondrial 

Fig. 8.4 The human mitochondrial genome. This small 
(16 569 bp) genome is almost completely transcribed 
from both strands, initiating from one of two promoters 
(IH1, IH2) on the Heavy (H-) strand or the single pro-
moter (IL) on the Light (L-) strand. All of these promot-
ers and elements involved in replication initiation are 
found in the displacement (D-) loop, the only major non-
coding region. The genome encodes 22 mt-tRNA (black 
diamonds), 2 mt-rRNA genes (fuscia) and 13 protein-

coding genes (olive, ND1-6 encoding members of 
NADH:ubiquinone oxido-reductase; blue, Cytb encod-
ing apocytochrome b of ubiquinol:cytochrome c oxido-
reductase; orange, COI-III encoding members of 
cytochrome c oxidase: aquamarine, ATPase 6, 8 encod-
ing two members of Fo-F1 ATP synthase). Important 
mutations that are referred to in this article are indicated. 
Single letter code is given for each mt-tRNA-encoding 
gene [26]
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DNA that are maternally inherited and others due 
to defect in nuclear genes controlling mitochon-
drial function which follow mendelian inheri-
tance and a minor group resulting from disruption 
of the interplay between both mitochondrial and 
nuclear DNA as in mitochondrial neurogastroin-
testinal encephalopathy(MNGIE) as a prototype.

Table showing differences between mitochon-
drial and nuclear DNA

P.O.C
Mitochondrial 
DNA Nuclear DNA

Number of base 
pairs

16,569 3.3 billion

Shape Circular Linear

Introns (non- 
coding segments)

3% 93%

Inheritance Maternal Mendelian

No. of DNA copies 
per cell

Thousands One

The mitochondrial genome contains 37 genes 
that encode 13 proteins of the OXYPHOS sys-
tem, 22 tRNA, 2 rRNA. Each mitochondrion has 
multiple copies of its DNA, and each cell con-
tains hundreds to thousands of mitochondria. At 
the same time mitochondrial DNA has higher 

mutation rate, 100 folds compared to nuclear 
DNA, this results in a peculiar phenomenon of 
mitochondrial DNA, what is called heteroplasmy; 
the presence of heterogenous mitochondrial 
DNA population, normal and mutant copies. For 
a disease to be expressed mutant copies should 
exceed certain limit, Threshold, with the level of 
heteroplasmy at which disease symptoms typi-
cally appear can also vary based on the type of 
mitochondrial mutation [25].

Unlike nuclear DNA that is equally divided 
between cells, segregation of mitochondrial DNA 
is random, normal and mutant DNA are not 
equally distributed between daughter cells, which 
explains variable disease expression in offspring 
born to affected mother [9]. The transmission of 
heteroplasmic mtDNA is complicated by selec-
tive genome replication and genetic bottleneck 
[28], like the structure of many beverage bottles 
where the neck of the bottle regulates the amount 
of liquid that is poured at a time. While the over-
all quantity of mtDNA inherited might be small, 
some eggs may still end up with a significant 
amount [29] (Fig. 8.5). At the same time even if 
the presence of homoplasmic mutation guaran-
tees its transmission to all offspring, it can’t pre-

Fig. 8.5 Bottleneck theory of mitochondrial DNA and random segregation between wild and mutant DNA resulting in 
difficulty of disease prediction and variable severity [27]
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dict disease expression and severity. This is 
attributed to complex interplay between mito-
chondrial and nuclear genome [9].

These facts about mitochondria inheritance 
explains limited role of preimplantation genetic 
diagnosis in mitochondrial diseases due to uncer-
tainity in predicting disease [29].

Since mitochondria are the power house of the 
cell responsible for energy production the organs 
commonly affected in mitochondrial diseases are 
those with high energy demand; brain, skeletal 
and cardiac muscles and retina [30].

Mitochondrial dysfunction causes a range of 
diseases spanning from incurable neonatal neuro-
developmental diseases to adult-onset neurode-
generative diseases [31]. Pediatric-onset 
mitochondrial disease has an estimated incidence 
of 1 in 5000 [32]. Mitochondrial disorders are 
clinically and genetically diverse. Mutations in 
both structural and assembly genes and in genes 
involved in mtDNA maintenance, replication, 
transcription, and translation induce ‘primary’ 
OXPHOS disorders that are associated with neu-
rodegenerative diseases [13].

Diseases due to defect in mitochondrial DNA 
are maternally inherited. Affected males do not 
transmit the disease to their offspring while the 
female carrying the mutant mitochondrial DNA 
whether asymptomatic or manifesting the disease 
will transmit the mutant DNA to all offspring 
with variable unpredictable disease expression. It 
occurs due to either point mutations or DNA 
damage manifesting in two molecularly distinct 
forms: mt DNA deletions typically manifesting 
in adulthood and mtDNA depletion syndromes, a 
quantitative loss of mtDNA copy number [33], 
occurring in childhood. Mitochondrial DNA 
depletion disorders are usually very severe, early 
onset diseases characterized by isolated organ or 
multisystem involvement [34].

Next-generation sequencing (NGS) technolo-
gies have made a breakthrough in identifying 
mutations in genes causing primary mitochon-
drial disorders, [35] The human mitochondrial 
genome has been completely sequenced and all 
the mitochondrial encoded genes have been iden-
tified and characterized [36] with more than 250 

nuclear-encoded genes associated with mito-
chondrial syndromes identified to date [35]. 
Complex I deficiency is the most common bio-
chemical phenotype observed in patients with 
mitochondrial disease [37] with all mutations of 
the seven mtDNA encoded structural subunits of 
complex I and 20 of nuclear encoded structural 
genes have been identified as well as defects in 
nine assembly factors. TMEM126B, a protein 
recently identified as a complex I assembly factor 
has been established as a candidate gene for com-
plex one deficiency with a wide range of presen-
tation from severe multisystem presentation in 
infancy to pure myopathy in later child- or adult-
hood [16]. However, given the size of the human 
mitochondrial proteome—comprising ∼1300 
gene products necessary to maintain mitochon-
drial function—many pathogenic candidate 
genes remain uncharacterized even with whole 
exome sequencing (WES)  This is highlighted by 
the many patients with mitochondrial disease still 
requiring a diagnosis, where the defective gene 
has not yet been established [38]. Finding a 
genetic cause is important to families to find out 
what is wrong with their child. Genetic counsel-
ing is important to explain the genetic risks 
involved in spontaneous or assisted reproduction 
and the limits of prenatal and preimplantation 
testing [29].

8.4.1  Mitochondrial Donation

8.4.1.1  Three Parent Baby, Revolution 
for Mitochondrial Cure  
or Mysterious Future?

The peculiar maternal inheritance of mitochon-
drial DNA has led scientists to think about pos-
sibility of mitochondrial donation to replace the 
mutant one, what is now well known as “Three 
parent baby” with nuclear DNA formed by 
nucleus of a healthy father sperm together with 
that from an ovum of a mother carrying diseased 
mitochondria that is replaced with a healthy one 
from an ovum of a donating healthy mother, thus 
eliminating the risk of getting maternally inher-
ited mitochondrial disease [39].
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Two approaches have been established: 
Pronuclear transfer and spindle nuclear transfer.

Pronuclear Transfer
The mother’s egg and a donor egg are fertilized at 
the same time. The pronuclei removed from the 
donor’s fertilized egg and discarded. Those from 
the mother’s fertilized egg were sucked out and 
then injected into the empty donor egg. This pro-
cedure was claimed to be non ethical because of 
possibility to destroy two embryos, however it 
has been legally approved in UK [40].

Spindle Nuclear Transfer Approach
The nucleus from one of the mother’s eggs (the 
spindle with maternally-derived chromosomes 
attached) is removed and inserted into a donor’s 
egg that had its own nucleus removed, the result-
ing egg having nuclear DNA from the mother and 
mitochondria DNA from donor is then fertilized 
with the father’s sperm [40].

John Zhang and his team at the New Hope 
Fertility Center in New York have led the suc-

cessful experiment of the three parent baby for a 
couples with healthy mother who gave birth to 
two children with Leigh disease who died at 6 
years and 8 month respectively could finally gave 
birth to healthy child by Spindle nuclear transfer 
procedure. Zhang’s paper reveals that just 2% of 
the mitochondrial DNA of cells in the boy’s urine 
came from the mother, but that figure rose as high 
as 9% in cells from the child’s circumcised fore-
skin. Organs such as the heart or brain are impos-
sible to test without invasive surgery. Still, there 
are ethical and safety concerns about this. The 
biggest concern whether the child’s health will be 
affected by the traces of the mother’s mitochon-
drial DNA that he carries. How far would this 
genetic modification affect subsequent genera-
tions. What is gonna be the outcome on the long 
run? [42].

After Zhang’s successful event research has 
extended to use mitochondrial donation to treat 
infertility. A baby girl was born to infertile cou-
ple in Ukraine, conceived through mitochondrial 
donation as an experimental treatment for infer-

 

Fig. 8.6 Pronuclear transfer was the first technique that scientists tried in their attempts to keep diseases due to faulty 
mitochondria from being passed from a mother to her child [41]
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tility using pronuclear transfer technique, the 
pronucleus is placed into cytoplasm of another 
woman’s ovum. The success of the procedure 
suggests the presence of factors within a cell’s 
cytoplasm that can hinder fertility causing 
embryo arrest, which happens when IVF embryos 
suddenly stop growing at around the two-cell 
stage [43].

This needs further follow up, being a girl 
means genetic modification is transmitted her 
generation. Though the United Kingdom 
approved pronuclear transfer, it’s only legalized 
for women suffering mitochondrial disease [44].

8.4.2  Mitochondrial Genome 
Stability

The proximity of the mtDNA to the electron 
transport chain complexes increases its vulnera-
bility to oxidative damage [45]. Mitochondrial 
DNA has higher mutation rate 100 folds com-
pared to nuclear DNA [46]. Multiple mtDNA 
repair pathways have been identified including 

base excision repair, single-strand break repair, 
mismatch repair and possibly homologous 
recombination. They are mediated by enzymes 
similar in activity to those operating in the 
nucleus, encoded by nuclear genes [47]. A recent 
study has shown pivotal role for tyrosyl DNA 
phosphodiesterase (TDP1) a nuclear encoded 
enzyme in maintaining mitochondrial DNA tran-
scription and bioenergetics, thereby controlling 
the level of free radical–induced DNA damage. 
This is completed through a functional interac-
tion between TDP1 and both nuclear and mito-
chondrial topoisomerase ITOP1. Such research is 
putting increasing challenge to mitochondrial 
donation procedure which assume that there is 
very little interaction between the mitochondria 
and the nucleus [45].

Increased damage by reactive oxygen species 
(ROS) and defective DNA repair are the two 
causes proposed to explain the mitochondrial 
genome instability (mtGI) in cancer cells [48]. 
Mitochondria plays an important role in apopto-
sis, disturbance of which can result in cancer 
development and in the cellular response to 

Fig. 8.7 The three-parent baby boy born last year was created using this technique, called spindle transfer [41]

 

8 Mitochondrial Diseases as Model of Neurodegeneration



138

 anticancer agents [36]. Breast, colorectal, gas-
tric and kidney cancers exhibit mitochondrial 
genome instability with a pattern of mitochon-
drial mutations specific for each tumor [46]. 
Identifying mitochondrial gene mutation in 
malignancy is offering a therapeutic target for 
cancer.

Mitochondrial dysfunction has been 
described in autosomal recessive neurodegener-
ative diseases inherited through Mendelian 
inheritance and this is the most common situa-
tion encountered in pediatric patients presenting 
with mitochondrial encephalomyopathies espe-
cially in Egypt and the MENA region where 
consanguineous marriage can reach up to 40%. 
Mitochondrial dysfunction has been also 
incriminated in pathogenesis of further diseases; 
Diabetes Mellitus, Alzheimer’s and Parkinson’s 
diseases.

8.5  Mitochondrial Diabetes

Beside mitochondrial diabetes that occurs due to 
mitochondrial DNA mutation mitochondrial dys-
function plays a role in both type 1 and 2 Diabetes 
Mellitus. For the former mitochondrial ATP pro-
duction regulates acute insulin release from B 
cells of pancreatic islets which deteriorates with 
long term accumulation of mitochondrial reac-
tive Oxygen species (ROS), while in type 2 
Diabetes proper mitochondrial function is crucial 
for insulin sensitivity within muscle, liver and 
adipose tissue [49]. An inverse relationship was 
found between intramyocellular lipid (IMCL) 
content as measured by 1H MRS and insulin sen-
sitivity, IMCL accumulation is linked to a reduc-
tion in mitochondrial oxidative-phosphorylation 
activity [50].

Mitochondrial diabetes is maternally inherited 
disease that typically present in middle age due to 
mutations in mitochondrial DNA, the most com-
mon is A3243G mutation of mitochondrial 
encoded tRNA (Leu, UUR) gene, often associ-
ated with hearing loss [49].

8.6  Mitochondrial Diseases 
as Model 
of Neurodegeneration

In the following part of the chapter, we will 
describe some of the mitochondrial disorders 
associated with neurodegeneration resulting from 
mitochondrial dysfunction.

8.6.1  Leber’s Hereditary Optic 
Neuropathy

Leber’s Hereditary optic neuropathy (LHON) is 
the most common maternally inherited blindness 
due to mutations in the mitochondrial genome. It 
is a disease prototype which highlights the link 
between energy production, oxidative stress and 
neurodegeneration. LHON is caused by mito-
chondrial degeneration of retinal ganglion cells 
(RGCs) and their axons that leads to an acute or 
subacute loss of central vision; usually sparing 
the pigmentary epithelium and photoreceptors 
and affecting predominantly young adult males. 
It is usually due to one of three pathogenic mito-
chondrial DNA (mtDNA) point mutations, at 
nucleotide positions 11778 G to A, 3460 G to A 
and 14484 T to C, respectively in the ND4, ND1 
and ND6 subunit genes of complex I of the oxi-
dative phosphorylation chain in mitochondria. 
Affected males cannot pass on the disease to their 
offspring [7].

Complex I mutation causing calcium dysregu-
lation is implicated in the pathogenesis of 
LHON. Impaired axonal distribution of mito-
chondria in RCG is also presumed to result 
in local energy deprivation at most active sites 
where ATP is needed [51].

We present here in two cases with LHON who 
both presented with the main complaint of grad-
ual progressive diminution of vision (Fig. 8.10). 
The first patient is a 21 year old male patient, 
whose condition started at 18 years of age by 
diminution of vision in the left eye, misdiagnosed 
as optic neuritis 2ry to disseminated sclerosis, for 

L.A. Selim and H. Hassaan

https://en.wikipedia.org/wiki/Retina
https://en.wikipedia.org/wiki/Retinal_ganglion_cell
https://en.wikipedia.org/wiki/Axon
https://en.wikipedia.org/wiki/DNA
https://en.wikipedia.org/wiki/Point_mutation
https://en.wikipedia.org/wiki/Nucleotide
https://en.wikipedia.org/wiki/Guanine
https://en.wikipedia.org/wiki/Adenine
https://en.wikipedia.org/wiki/Guanine
https://en.wikipedia.org/wiki/Adenine
https://en.wikipedia.org/wiki/Thymine
https://en.wikipedia.org/wiki/Cytosine
https://en.wikipedia.org/wiki/Gene
https://en.wikipedia.org/wiki/Electron_transfer_chain
https://en.wikipedia.org/wiki/Oxidative_phosphorylation
https://en.wikipedia.org/wiki/Oxidative_phosphorylation


139

which he received steroid therapy. Five months 
following the onset, he developed defective 
vision in the right eye. Visual acuity was 6/12, 
5/60 in the right and left eye respectively. Visual 
field examination revealed a central scotoma, 
more profound in the left eye. VEP showed a sig-
nificant latency difference with relatively delayed 
response in the right eye compared to the left. No 
family history of similar condition (Fig. 8.8).

The second patient is a 44 years old male 
patient whose condition started at age 28 years by 
affection of the right eye followed 2 months later 
by the left eye. No family history of similar con-
dition. Again, he was diagnosed as optic neuritis 
and received steroid therapy, visual acuity was 

3/60 in both eyes. Fundus examination revealed 
bilateral temporal optic disc pallor. Visual field 
examination showed a deep central scotoma, 
VEP showed delay in P100 response at 120 msec. 
Brain MRI was normal (Fig. 8.9).

8.6.2  Autosomal Dominant Optic 
Atrophy(ADOA)

Autosomal dominant optic atrophy (ADOA) is 
one of the most common forms of hereditary 
optic neuropathy characterized by progressive 
bilateral visual loss, associated with optic disc 
pallor, visual field and color vision defects [52].

Fig. 8.8 Temporal pallor of 
optic disc from case 1 
(Courtesy Dr. Dina Mehaney)

Fig. 8.9 Temporal pallor of optic disc from case 2 (Courtesy Dr. Dina Mehaney)

8 Mitochondrial Diseases as Model of Neurodegeneration



140

It is usually detected during the first decade of 
life during vision screening in school but may 
have a later onset visual impairment is usually 
moderate, and total blindness is rare. In about 
20% of cases, extra-ocular signs are present, such 
as sensorineural hearing loss, myopathy, ataxia, 
peripheral neuropathy, chronic progressive exter-
nal ophthalmoplegia (ADOA plus) [53, 54].

A majority of ADOA patients harbor muta-
tions in the gene OPA1 (3q29) which codes for an 
inner mitochondrial membrane protein, 
 dynamin- related GTP protein, intricately 
involved in mitochondrial biogenesis, and plays a 
key role in the organization of the shape and 
structure of the mitochondria, in mitochondrial 
DNA replication and network stability and in 
regulation of apoptosis. The OPA1 protein is also 
involved in oxidative phosphorylation and plays 
a crucial role in the maintenance of mitochon-
drial DNA (mtDNA) [52].

Mutations in the OPA1 gene lead to overall 
dysfunction of mitochondria altering the mito-
chondrial structure which become disorganized 
and cells become more susceptible to apoptosis. 
OPA1 gene mutations lead to mitochondria with 
reduced energy-producing capabilities, impairing 
the maintenance of mtDNA, resulting in mtDNA 
mutations [55].

The diagnosis of ADOA is suspected in chil-
dren with visual loss in the presence of family his-
tory. Fundus examination reveals bilateral and 
symmetrical pallor of the temporal side of the 
optic disk, atrophic optic nerve rim and presence 
of a temporal grey crescent, sometimes cupping of 

the disk (Fig. 8.11). Visual evoked potentials 
(VEP) are usually delayed and pattern electroret-
inogram shows an abnormal N95:P50 ratio, with 
reduction in the amplitude of the N95 waveform 
suggesting alterations of the ganglion cells layer. 
Optical Coherence Tomography (OCT) discloses 
a global reduction of the peripapillary retinal nerve 
fiber layer thickness, mainly in the infero- temporal 
quadrant. The diagnosis is confirmed by the 
genetic screening of OPA1 [53, 54] (Fig. 8.12).

8.6.3  Charcot Marie- Tooth Disease

Charcot-Marie-Tooth hereditary neuropathy type 
2A (CMT2A, OMIM#609260) is an early onset 
sensory motor peripheral neuropathy. Most 
affected individuals develop symptoms in the 
first or second decades of life, usually before 
10 years [57]. It is characterized by early and 
more severe involvement of the lower than upper 
extremities, motor nerves are mainly affected 
than sensory ones and usually there is no delay in 
nerve conduction velocity [58]. CMT2A is inher-
ited in an autosomal dominant manner caused by 
mutations in the MFN2 genes [58] [59], The 
MFN2 gene encode for an outer mitochondrial 
membrane protein called mitofusin 2 that have in 
cooperation with OPA1 gene and MFN1 gene an 
important role in regulating mitochondrial fusion 
[58]. MFN2 gene regulates the nuclear encoded 
respiratory chain subunits and hence can influ-
ence mitochondrial biogenesis [60]. It may also 
be involved in axonal transport of mitochondria 

Fig. 8.10 Mitochondrial DNA point mutation detected in the 2 patients (Courtesy Dr. Dina Mehaney)
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Fig. 8.11 Healthy optic disc and optic atrophy [56]

Fig. 8.12 Mitochondrial dysfunction in LHON and ADOA [57]
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[58]. Neuropathological studies of patients with 
CMT2 disease revealed degeneration of long 
peripheral axons and small axonal mitochondria 
[61]. Abnormalities in mitochondrial fusion and 
fragmentation of mitochondria leading to respira-
tory chain and mitochondrial DNA repair defects 
were observed by Rousier et al. [62].

Loiseau et al. 2007 have demonstrated that 
fibroblasts from CMT2A patients show a mito-
chondrial coupling defect, with impaired mem-
brane potential and reduced OXPHOS capacity 
[63]. Dysfunction of brain mitochondria similar 
to that of primary mitochondrial disorders was 
recently demonstrated in an Italian family with a 
new MFN2 gene mutation [53].

8.6.4  Myoclonic Epilepsy 
and Ragged-Red Fibres 
(MERRF)

MERRF (myoclonic epilepsy with ragged red 
fibers) is a multisystem disorder characterized by 
myoclonus which is often the presenting symp-
tom, followed by generalized epilepsy, ataxia, 
muscle weakness, and cognitive impairment. 
Onset is usually in childhood, patient experiences 
gradual progressive deterioration occurring after 
normal early development. Common findings are 
hearing loss, short stature, optic atrophy, and car-
diomyopathy with Wolff-Parkinson-White 
(WPW) syndrome. Pigmentary retinopathy and 
lipomatosis are occasionally observed [64]. 
Cardiac involvement has been reported to be fre-
quent in individuals with the m.8344A>G patho-
genic variant in MT-TK [65]. The mitochondrial 
DNA gene MTTK is the most common patho-
genic Variants and it is present in more than 80% 
of patients with MEERF with A to G Transition 
at nucleotide 8344. Patients harboring this muta-
tion show degenerative changes in the olivocere-
bellar pathway with extensive neuronal loss 
involving the Purkinje fibers, the inferior olivary 
complex and dentate nucleus. Surviving neurons 
in the cerebellum often show bizarre and abnor-
mal sized mitochondria containing inclusions 
[66].

Several studies demonstrated that the A > G 
8834 mutation results in defective synthesis of 
mitochondrial protein resulting into malfunction 
of the respiratory chain. The impaired electron 
transport chain activity decreases mitochondrial 
membrane potential and decrease ATP produc-
tion, modifies calcium homeostasis and ROS pro-
duction evolving in increasing apoptosis [67].

8.6.5  Ataxia and Coenzyme Q 
Deficiency

Coenzyme Q10 (CoQ10) is an essential electron 
carrier in the mitochondrial respiratory chain and 
also acts as an antioxidant in various cell mem-
branes [68]. CoQ deficiency syndrome is associ-
ated with oxidative phosphorylation dysfunction 
and in vitro studies demonstrated that CoQ defi-
ciency has different biochemical consequences 
leading to cell apoptosis [69].

Human coenzyme Q10 (CoQ10) deficiency 
(MIM 607426) is a clinically and genetically het-
erogeneous syndrome, about 100 patients has 
been so far published, and is associated with five 
major clinical phenotypes: encephalomyopathy 
[70, 71], severe infantile multisystemic disease 
[72–74], isolated nephropathy, especially steroid 
resistant nephrotic syndrome [75, 76], or associ-
ated with sensory hearing loss [77] cerebellar 
ataxia [78–80], and isolated myopathy [81, 82].

8.6.6  Neurodegeneration 
and POLG1 Deficiency

Polymerase gamma is the only DNA polymerase 
known to function in human mitochondria. It 
contains a large catalytic subunit, POLG1 
(140 kDa), and two identical accessory subunits 
encoded by POLG2 (55 kDa) [83]. POLG1 con-
sists of an exonuclease domain, a polymerase 
domain along with an intervening linker region 
[84]. Polymerase gamma contains DNA poly-
merase, 3′–5′ exonuclease and 5′-deoxyribose 
phosphate lyase activities and is involved in rep-
lication and repair of mtDNA [85].
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Mutations in the POLG1 gene result in abnor-
mal replication and impaired maintenance of 
mtDNA, resulting into significant decrease in 
mtDNA copy number, or multiple deletions in 
mtDNA which is expressed as mitochondrial 
dysfunction. These mutations have been associ-
ated with either dominant or recessive pheno-
types. It has been observed that variants of the 
POLG1 CAG repeat encoding a polyglutamine 
tract is significantly associated with idiopathic 
sporadic Parkinson disease which is seen in the 
Finnish [86], in the North- American Caucasian 
[87] and in the Swedish population [88]. 
However, further genetic studies in cohorts from 
other geographical regions as well as functional 
studies of POLG1 poly-Q variants are needed.

Mancuso et al. [89] reported co-existence of 
parkinsonism and POLG1.

Mutations with mtDNA multiple deletions in 
several families, suggesting a possible role of 
POLG1 in inherited parkinsonism.

8.6.7  Mitochondrial 
Encephalopathy Lactic Acid 
Stroke (MELAS) 

Mitochondrial encephalomyopathy, lactic acid 
and stroke (MELAS) is a devastating multisys-
tem disease causing significant morbidity, dis-
ability and early death due to recurrent stroke 
like episodes evolving into progressive encepha-
lopathy. Organ involvement is seen mainly in the 
CNS, Skeletal muscles, eye, cardiac muscles and 
rarely gastrointestinal tract and renal system are 
involved [90, 91]. The pathogenesis of stroke 
like episodes is not completely clear. They may 
be non vascular or due to oxidative phosphoryla-
tion dysfunction in the brain parenchyma [92]. 
Small vessel mitochondrial angiopathy is 
responsible for the mitochondrial abnormalities 
of the endothelial and smooth muscle cells of the 
blood vessels and is responsible for contrast 
enhancement on Brain MRI. Therefore the 
 multisystem dysfunction in MELAS patients can 
be attributed to both parenchymal and vascular 
OXPHOS defect.

Alteration in nitric oxide homeostasis causing 
microvascular damage may explain the recurrent 
stroke like episodes and the higher morbidity 
observed in MELAS syndrome. By binding with 
cytochrome C oxidase- positive sites in the blood 
vessels present in the CNS, nitric oxide causes 
displacement of the Hem-bound oxygen resulting 
in decreased oxygen availability in the surround-
ing tissues and decreased free nitric oxide. The 
most common mutation found in patients with 
MELAS syndrome is a heteroplasmic A-to-G 
point mutation (m.3243A > G) in the mtDNA 
gene MTTL1 encoding mt tRNA, affecting 
approximately 80% of MELAS patients. Other 
mitochondrial DNA mutations are observed 
including the m.3244G > A, m.3258 T > C, 
m.3271 T > C [93].

Mutations in MELAS affect mitochondrial 
tRNA function, resulting into disruption of the 
global process of intramitochondrial protein syn-
thesis. Measurements of respiratory enzyme 
activities revealed that more than one half of the 
patients with MELAS syndrome may have com-
plex I or complex I + IV deficiency. A close rela-
tionship is apparent between MELAS and 
complex I deficiency. The decreased protein syn-
thesis may ultimately lead to the observed 
decrease in respiratory chain activity by reduced 
translation of UUG-rich genes such as ND6 
(component of complex I) [94].

In addition, studies revealed that the 3243 
A → G mutation produces a severe combined 
respiratory chain defect in myoblasts, with 
almost complete lack of assembly of complex I, 
IV, and V, and a slight decrease of assembled 
complex III. Selim & Mehaney in 2013 reported 
the clinical, radiologic and molecular results of a 
10 years old Japanese boy with MELAS disease. 
The patient presented with recurrent episodes of 
headache, nausea and vomiting of 5 years dura-
tion. These episodes were associated with motor 
weakness on the right side, with difficulties in 
language and memory and visual disturbance, 
mostly right sided homonymous hemianopia. 
Neurological examination revealed generalized 
muscle weakness, with mild right sided hemipa-
resis. Magnetic resonance imaging (MRI) 
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showed infarction of left temporo- parieto- 
occiptal regions without visible vascular abnor-
mality at the Magnetic resonance angiography 
(MRA) (Fig. 8.14). Laboratory investigations 
revealed hyper lactic acidemia (lactic acid was 
increased tenfolds during the metabolic crisis) 
and a discrete increase in hepatic transaminases 
with normal creatine Kinase level. The mother 
reported that her brother (the proband uncle) suf-
fered from the same clinical picture and died by 
the age of 19 years undiagnosed (Fig. 8.13). The 
mitochondrial DNA mutations A3243G, T3271C 
and G13513A were tested using Polymerase 
Chain Reaction-Restriction Fragment Length 
Polymorphism analysis and direct sequencing. 

The heteroplasmic A3243G mutation was 
detected in the blood of the patient and his 
mother [95].

We report here in the clinical, neuroimaging 
and molecular diagnosis of an Egyptian 12 years 
old male diagnosed with MELAS disease 
(unpublished).

The proband, fourth child of negative consan-
guineous parents, was admitted in the intensive 
care unit for the first time with the chief com-
plaint of generalized tonic clonic seizures and 
disturbed conscious level. He was delivered by 
CS, full term pregnancy, had an uneventful peri-
natal history and had normal neurodevelopmen-
tal milestones.

I

II
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P

Fig. 8.13 Family Pedigree 
of the MELAS patient [95]

Fig. 8.14 Left parieto-occiptal infarction [95]
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His neurologic problem started 4 years ago, at 
the age of 8 years, with gradual progressive hearing 
loss culminating to deafness, an ABR was per-
formed and showed bilateral sensory neural hear-
ing loss and the patient is dependent on hearing 
devices. Concomitant with the hearing loss patient 
complained of recurrent episodes of headache.

At 10 years of age, the patient suffered from 
progressive visual loss resulting in almost blind-
ness with fluorescein angiography and ERG 
demonstrating retinitis pigmentosa. Upon admis-
sion, he had recurrent generalized tonic clonic 
seizures, received diphenylhydantoin IV with no 
improvement, followed by depakene with 
 worsening of the seizures associated with loss of 
speech and the power of ambulation.

Clinical examination revealed a wheel chair 
bound teenager, with inability to walk, cranial 
nerve examination revealed deafness, blindness 
with absent visual fixation and visual following 
movements, weakness and hypotonia of both 
upper and lower limbs with preserved reflexes, no 
speech and coordination could not be assessed at 
this stage due to marked weakness Sensory exam-
ination was normal as well as electromyography 
which was unremarkable. Chest and heart were 
clinically free with normal echocardiogram.

Basic laboratory investigations were all nor-
mal, lactic acid was increased at 5 mg/dl (normal 
up to 2,2 mg/dl). Expanded metabolic screen and 
urine organic acid were normal as well as very 
long chain fatty acids. Brain MRI revealed abnor-
mal signal intensity in the basal ganglia (Fig. 8.15).

With the introduction of leviteracetam 500 mg 
twice daily, the seizures were controlled with 
improvement of his clinical examination which 
revealed: a well oriented child, with staccato 
speech and mild volational and truncal ataxia, 
with muscle power grade 4 in both upper and 
lower limbs, deafness and marked decrease in 
visual acuity due to retinitis pigmentosa. Whole 
exome sequencing revealed the common DNA 
mutation A3243G.

8.6.8  Mitochondrial 
Neurogastrointestinal 
Encephalopathy (MNGIE)

Among the Mendelian-inherited mitochondrial 
diseases are defects of intergenomic communica-
tion i.e. disorders due to nDNA mutations that 
cause depletion and multiple deletions of 
mtDNA. Mitochondrial neurogastrointestinal 
encephalopathy (MNGIE) represents the proto-
type of such disorders.

Mitochondrial neurogastrointestinal encepha-
lopathy (MNGIE) is a rare multisystem autosomal 
recessive mitochondrial disorder. The major fea-
tures of MNGIE disease can appear anytime from 
infancy to adulthood, but signs and symptoms 
most often begin in the second decade of life [96].

Abnormalities of the digestive system are 
among the most common and severe features of 
MNGIE disease. Most Patients suffer from severe 
gastrointestinal dysmotility characterized by 

Fig. 8.15 T2 W Brain MRI 
showing bilateral and 
symmetrical high signal 
intensity lesion in both 
Putamina (Courtesy Prof. 
Laila Selim)
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early satiety, dysphagia, nausea, vomiting, epi-
sodes of diarrhea alternating with constipation, 
severe abdominal pain mimicking surgical abdo-
men. These Gastrointestinal problems lead to 
extreme weight loss and severe cachexia [97].

Abnormalities in both central and peripheral 
the nervous system are commonly associated 
with MNGIE. Affected individuals usually expe-
rience tingling, numbness and weakness in both 
hands and feet due to demyelinating peripheral 
neuropathy, which can be misdiagnosed as 
Charcot Marie Tooth disease (CMTD) or Chronic 
demyelinating poly neuropathy [98]. Ocular 
manifestations, mainly bilateral ptosis and exter-
nal ophthalmoplegia, as well as sensory neural 
hearing loss may be present in MNGIE patients 
[99]. Brain MRI demonstrating leukoencepha-
lopathy is a hallmark of MNGIE disease.

MNGIE disease is caused by mutation in the 
TYMP gene which provides instructions for the 
production of the thymidine phosphorylase 
enzyme which breaks down thymidine into 
smaller molecules helping the regulation of the 
level of nucleosides in the cell. Mutations in the 
TYMP gene result into marked reduction in the 
activity of thymidine phosphorylase gene allow-
ing thymidine to build up to toxic level in the 
body with the ultimate result of damaging mito-
chondrial DNA (mtDNA) and disruption of the 
usual maintenance and repair of mtDNA causing 
it to become unstable [100].

Selim et al. 2016, reported the clinical, bio-
chemical and molecular findings of three Egyptian 
patients suffering from MNGIE disease.

The first patient, a 22-year-old female, was the 
fourth child of first degree consanguineous par-
ents. She presented with the main complaint of 
gradual and progressive muscle weakness and 

wasting in both upper and lower limbs. The first 
symptoms started at 16 years of age in the form of 
epigastric discomfort, episodes of diarrhea and 
constipation, anorexia and loss of weight which 
were followed 1 year later by the gradual appear-
ance of neurologic symptoms. Muscle weakness 
was followed sensory symptoms in the form of 
hypoesthesia in all limbs. Cranial nerve examina-
tion revealed bilateral ptosis, external ophthalmo-
plegia, normal hearing and no signs of bulbar 
involvement. Motor examination showed hypoto-
nia, distal muscular wasting in upper and lower 
limbs with pes cavus deformity and hammer toes 
and generalized hyporeflexia. Main laboratory 
investigations revealed hyperlactic acidemia and 
hyperuricemia. Nerve conduction velocity (NCV) 
testing revealed an axonal peripheral neuropathy 
affecting predominantly both lower limbs. She 
had 3 normal sibs, one brother and 2 sisters (Fig. 
8.16). Histochemical analysis of the muscle 
biopsy revealed deficient Cytochrome C oxidase 
and mitochondrial respiratory chain enzyme assay 
revealed isolated complex I deficiency. Thymidine 
Phosphorylase enzyme activity revealed complete 
absence of enzyme activity (Fig. 8.17). Direct 
sequencing of Thymidine Phosphorylase gene 
revealed c.3371A > C homozygous mutation.

The second patient was a 22 years old girl, the 
second child born to first degree cousins who pre-
sented with the main complaint of abdominal dis-
comfort, anorexia and failure to gain weight 
(Fig. 8.18). Her neurodevelopmental history 
revealed mild delay. At the age of 10 years, she 
started to suffer from episodes of abdominal pain, 
discomfort and pseudo-obstruction associated 
with severe anorexia and weight loss. 
Neuromuscular weakness developed insidiously 
followed by gradual progressive decline of visual 

P
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Fig. 8.16 Family pedigree of 
Case one with MNGIE [101]
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Fig. 8.18 Family pedigree of case 2 with MINGIE syn-
drome [101]

acuity and progressive hearing loss. Clinical 
examination revealed a severely emaciated young 
lady with a weight <3rd centile, walking with 
high steppage gait.

Inspection of the lower limbs revealed ham-
mer toes, pes cavus, weakness of all four limbs 
and distal muscular atrophy. Fundus examination 

detected optic neuritis. Electromyography 
(EMG) and NCV showed demyelinating radicu-
loneuropathy with secondary axonal changes. 
Brain MRI revealed periventricular and subcorti-
cal areas of demyelination (Fig. 8.19). The elder 
brother, 25-year-old male presented by the age of 
16 years with the same signs and symptoms. 
Barium follow through revealed a sluggish flow 
of barium with hypomotility, prolonged transit 
time, relatively dilated duodenal loop and two 
small diverticular outpouchings. Similar EMG/ 
NCV and MRI findings were reported [101].

8.6.9  Mitochondrial 
Neurodegeneration 
and Parkinsonism

Parkinson’s disease (PD) is the most common 
neurodegenerative movement disorder charac-

Fig. 8.17 (a) NADH-Tr shows occasional very dark 
fibers. (b) SDH showed occasional very dark fibers.  
(c) SDH higher magnification showing dark fibers with 

subsarcolemmal accumulation of stain. (d) COX shows 
decreased activity in some fibers. (e) Combined SDH 
&COX shows occasional blue fibre [101]

NADH-Tr NADH-tetrazolium reductase
SDH succinate dehydrogenase
COX cytochrome C oxidase
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terized by bradykinesia, rigidity, resting tremor, 
and postural instability in addition to non-motor 
symptoms including depression and dementia. 
These clinical manifestations are due to the 
preferential loss of the dopaminergic neurones 
of the substantia Nigra, Pars compacta resulting 
in dopamine depletion [102, 103].

Several observations suggest that dysfunction 
of Complex I of the mitochondrial respiratory 
chain is involved in the pathogenesis of 
Parkinsonian disease (PD) and the degeneration 
of dopaminergic neurons [104]. It has been 
observed that point mutations and deletions accu-
mulate in mtDNA of the brain neurons of patient 
suffering from PD [105]. On the other hand, 
many genes associated with familial forms of PD 
are involved in mitochondrial function [106].

Recent studies reveal that α-synuclein con-
tains an amino-terminal mitochondrial targeting 
sequence and can associate with the inner mito-
chondrial membrane, interacting with mitochon-
drial complex I function [107].

It has been observed that overexpression of 
α-synuclein in transgenic mice impairs mito-
chondrial function, increases oxidative stress and 
enhances damage of Substancia Nigra [108]. It 

has also been suggested that mutant A53T 
α-synuclein might damage mitochondria directly 
[109]. Finally, mammalian cell apoptosis can be 
induced by alpha –synuclein and its mutant form 
[110]. These observations suggest that 
α-synuclein plays an important role in regulation 
of the mitochondrial apoptotic pathway [111].

The mitochondria represent a highly promising 
target for the development of PD biomarkers. 
Biochemical detection methods of potential bio-
markers in PD are classified as genetic screening, 
mitochondrial complex I measurement, and 
α-synuclein levels and isoforms in blood [102, 112].

So far, some compounds with neuroprotective 
potential, including a few ordinary mitochondrial 
modulators such as creatine (N-aminoiminomethyl-
N-methylglycine) and coenzyme Q10 (CoQ10), 
have been currently being investigated in clinical 
trials of PD [113].

8.6.10  Mitochondrial Depletion 
Syndromes

The mitochondrial DNA depletion syndromes 
are autosomal recessive disorders characterized 

Fig. 8.19 Flair Brain MRI of 
Case 2 showing periventricu-
lar demyelination, the hall 
mark of MNGIE syndrome 
[101]
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Fig. 8.20 Family pedigree of the studied patient with 
Mitochondrial depletion [118]

by decreased mitochondrial DNA copy number 
in the clinically affected tissues [114, 115].

A balanced supply of deoxyribonucleoside tri-
phosphates (DNTPs) is required for DNA poly-
merase c to faithfully replicate the mitochondrial 
genome, the mitochondrial deoxynucleotide tri-
phosphates (dNTPs) pool is maintained both 
through the import of cytosolic dNTPs and by 
salvaging deoxyribonucleosides within the 
organelle itself [114, 116]. A number of nuclear- 
encoded enzymes are involved in these processes, 
including thymidine kinase 1 (TK1) within the 
cytosol, thymidine kinase 2 (TK2) and deoxy-
guanosine kinase (dGK) within mitochondria. 
The last two are key enzymes of the mitochon-
drial salvage pathway [114, 117]. Selim et al. 
2012 described the clinical, histochemical, bio-
chemical and molecular characteristics of one 
Egyptian pediatric patient with the myopathic 
form of mitochondrial depletion syndrome.

The proband was a 2.5 years old girl, the 3rd 
child of negative consanguineous parents who 
presented with the main complaint of gait 
unsteadiness (Fig. 8.20). The condition started at 
the age of 1.5 years with repeated falling and 
swinging wide base gait. At the age of 2 years, 
independent walking was completely lost with 
the appearance of head nodding, nystagmus fol-
lowed by generalized tonic clonic seizures. Her 
clinical examination revealed ataxia and general-
ized truncal and limb hypotonia, bilateral ptosis, 
external ophthalmoplegia and fine nystagmoid 
movements. Main laboratory investigations 
revealed persistent lactic acidemia, 2.8 mmol/L 

(normal, up to 2.2 mmol/L). Liver and kidney 
functions, creatine kinase (CK) and plasma 
ammonia were normal. Brain MRI showed 
abnormal lesions in the basal ganglia (appearing 
hypodense in T1 W and hyperintense on T2 W 
brain MRI, cerebellar demyelination and abnor-
mal signal intensity in the brain stem suggestive 
of SURF1 gene mutation (Fig. 8.21). EEG 
showed epileptiform activity. The parents have 
one healthy daughter (1 year old). They have lost 
their first child at the age of 8 months undiag-
nosed, presenting with the same clinical picture 
and another male boy who died in utero at 
32 weeks of gestation.

Histochemical study of muscle biopsy showed 
Cytochrome Oxidase negative fibers and 
increased staining for Succinate Dehydrogenase, 
and biochemical studies of the respiratory chain 
complexes revealed that complex I was not 
detected and complex IV activity was about 46% 
of age matched. Molecular diagnosis was done 
by quantitative radioactive Southern Blot and 
sequencing analysis of the whole coding regions 
of the TK2 gene. Southern blot analysis showed 
reduction of the mitochondrial /nuclear DNA 
ratio, the degree of depletion was around 30% of 
aged-matched controls. Sequencing analysis of 
the TK2 gene revealed no sequence variation. 
Targeted molecular diagnosis based on the bio-
chemical analysis of the respiratory chain 
enzymes makes the molecular evaluation of 
mitochondrial disorders much easier.

In the following paragraphs, we describe the 
clinical picture, laboratory and molecular results 
of a 3 years old male patient who was diagnosed 
as mitochondrial depletion syndrome by whole 
exome sequencing.

N.M.R, is a 3 years old male, the 4th child of 
first degree Syrian cousin, presented with the 
main complaint of marked global developmental 
delay, recurrent episodes of metabolic acidosis 
with severe hyperlactic acidemia. The couple are 
first degree cousins having 3 previous children 
who died in the neonatal period. Obstructed 
delivery, hydrops fetalis, and hydrocephalus were 
the three consecutive diagnoses.

Clinical examination revealed mild dysmor-
phic facial features, generalized axial and appen-
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dicular hypotonia, severe intellectual disability. 
Extended metabolic screen was unremarkable, 
urine organic acid profile showed very high lactic 
aciduria in conjunction with extremely elevated 
plasma lactate (96 mg/dl, normal <20 mg/dl), 
blood ammonia: 3,7 mg/dl(normal <2 mg/dl).
Brain MRI revealed global atrophic changes, 
bilateral basal ganglia chronic infarcts, periven-
tricular demyelination (Fig. 8.22). Diagnosis by 
Whole Exome Sequencing revealed a homozy-
gous mutation in the FBXL4 gene(c.292C > T(p.
Arg98) diagnostic of mitochondrial depletion 
syndrome 13, encephalomyopathic type [118].

8.7  Conclusion

It is obvious from the literature that advances in 
sequencing technology and mitochondrial 
research unraveled the role of mitochondrial dys-

function in neurodegeneration resulting in a wide 
spectrum of phenotypically diverse disorders. 
Although mitochondria as its own genome its 
proper functioning is dependent upon the coordi-
nated expression of both nuclear and mitochon-
drial encoded gene products with a major role of 
the nucleus in mitochondrial DNA repair. 
Mitochondrial donation though offering a 
 potential cure to maternally inherited mitochon-
drial diseases further research and follow up of 
the procedure outcome are required to prove its 
efficacy and ensure safety.

Being the most common metabolic disorders 
encountered in the pediatric practice, 
Mitochondrial disorders are inspiring scientists 
to perform more advanced research to define 
more clearly the role of mitochondria in health 
and disease and to discover new therapeutic 
options to improve the quality of life of patients 
suffering from mitochondriopathies.

Fig. 8.21 Brain MRI of the proband showing abnormal T2 W and FLAIR; hyperintense signals are noted at: dentate 
nuclei (1), periaqueductal gray matter (2), medulla oblongata (3) and lower pons (4) (arrows) [118]
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Fig. 8.22 Brain MRI of case 2 with mitochondrial depletion revealing global atrophic changes, bilateral basal ganglia 
chronic infarcts, and periventricular demyelination [118]
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9.1  Introduction

9.1.1  Yeast: A Powerful Model 
Organism for Understanding 
Cellular Processes

Being the first eukaryotic organism to be 
sequenced in 1996 was a huge step towards satis-
fying the curiosity of scientists trying to under-
stand all the mysterious processes ongoing inside 
eukaryotic cells. With only 16 chromosomes car-
rying 6000 genes [1], the budding yeast has basic 
cellular processes similar to humans as well as a 
huge number of human orthologs [2].

Several reasons are behind using yeast as a 
powerful model organism in research including 
its conserved cellular pathways, fast doubling 
time as well as its powerful genetics. Gene dele-
tions, tagging and mutagenesis are easier and 
faster than in human cells and thus deciphering 
genes’ functions is easily achieved. Furthermore, 
yeast research is more economic when compared 
to working with cell lines or animal models 
[3–5].

9.1.1.1  Yeast as a Model Organism 
for Studying DNA Repair 
and Genome Maintenance

Many different DNA repair pathways were better 
understood via researching on yeast. These path-
ways include repair via Homologous 
Recombination (HR) and Non-Homologous End 
Joining (NHEJ), Protein-linked DNA Breaks 
(PDBs) repair, Mismatch Repair, Nucleotide 
Excision Repair, Base Excision Repair, removal 
of ribonucleotides misincorporated into the 
genome and resolving R-loops accumulated at 
undesired loci [6–12]. In addition to its great 
impact on deciphering the signaling required for 
activation of the S-phase checkpoint to achieve 
genome maintenance [13].

In this chapter, we focus on the contribution of 
yeast research; both performed on Saccharomyces 
cerevisiae/Budding yeast and 
Schizosaccharomyces pombe/Fission yeast, to 
understanding of several genome maintenance 
pathways. These pathways include S-phase 
checkpoint activation, HR, NHEJ and finally 
repair of Topoisomerases induced PDBs. We 
then discuss the impact of deciphering the respec-
tive molecular pathways on understanding a vari-
ety of neurodegenerative diseases and cancers. 
Finally, we review the advancement in personal-
ized medicine of the discussed diseases after 
identifying the exact genetic defects.

9.2  Yeast Research Contribution 
to Understanding of DNA 
Damage Checkpoints 
and Associated Diseases

Hartwell was the first to postulate the idea of 
checkpoints to ensure the correct sequence of cell 
cycle phases using Saccharomyces cerevisiae. He 
proposed that the cell cycle arrests when DNA is 
damaged, allowing time for repair before pro-
gressing to the next phase. He identified a num-
ber of cell division cycle (CDC) genes, including 
CDC28 that was found later by Paul Nurse in 
Schizosaccharomyces pombe (CDC2) in addition 
to the multiple CDKs in humans controlling cell 
cycle checkpoints transition [14–17]. The rele-
vance of their work, in addition to the findings of 
Sir Timothy Hunt who used sea urchin as a model 
organism, was accentuated by awarding them the 
Nobel Prize in Physiology and Medicine in 2001. 
Consequently, yeast has been a valuable model in 
the dissection of the S-phase checkpoint path-
way, which is essential for maintaining genomic 
integrity [18].
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In this section, we discuss the contribution of 
yeast to deciphering the function of key kinases; 
ATM, ATR, CHK1 and CHK2 in S-phase check-
point. We then reflect on neurodegenerative dis-
eases and cancers associated with defects in these 
players and their potential personalised therapeu-
tic approaches.

9.2.1  ATM/ATR-Mediated 
Checkpoints

Three types of S-phase checkpoint pathways 
have been reported according to the type of DNA 
damage they respond to; replication-dependent 
checkpoints including Replication Checkpoint 
and S/M besides the Replication-Independent/
Intra S-phase Checkpoint [18].

The Replication Checkpoint is activated in 
response to replication-related stresses such as 
depletion of deoxyribonucleotides (dNTPs), 
chemical inhibition of DNA polymerases and 
collision of replication forks with aberrant DNA 
structures. Similarly, the S/M Checkpoint ensures 
precise, error-free duplication of the entire 
genome before entering the M-phase. The Intra 
S-phase Checkpoint is activated by DNA Double- 
Strand Breaks (DSBs) resulting from genotoxic 
agents such as Ionizing Radiation (IR) [18, 19].

Checkpoint responses to DNA damage follow 
an evolutionary-conserved ‘unified’ model where 
ATM and ATR are the main ‘sensor kinases’ 
phosphorylating the downstream ‘effector 
kinases’; CHK2 and CHK1, respectively. The 
ATM-CHK2 pathway responds mainly to DSBs, 
and the ATR-CHK1 pathway responds to wider 
stimuli including single strand DNA breaks 
(SSBs), DSBs and replication blocks. This is 
done through phosphorylating downstream tar-
gets to achieve cell cycle arrest, expression of 
DNA damage repair genes and stabilization of 
replication forks [20, 21] (Fig. 9.1).

9.2.1.1  Discovery of ATM, ATR, CHK1 
and CHK2 in Yeast

ATM, ATR, CHK1 and CHK2 were all initially 
discovered in yeast. MEC1/ATR was primarily 
identified in 1994 as a gene required for DNA 

repair, cell cycle progression, cell growth and 
meiotic recombination in yeast [22, 23]. 
TEL1/ATM was initially discovered in a yeast 
mutant screen for genes involved in telomere 
maintenance in 1986 [24]. A potential role of 
TEL1/ATM in DNA repair and cell cycle check-
points was later uncovered and TEL1 was 
reported to be ATM’s homologue and function-
ally redundant with MEC1 [25–28]. However, 
later studies identified Mec1 as a protein kinase 
that has a key function in both the intra-S and 
replication checkpoints [29, 30] and is rather 
homologous to ATR in mammals [31].

In 1993, Chk1 was described in fission yeast as 
a serine/threonine kinase, regulating the G2/M 
phase transition, the constitutive expression of 
which arrests the cell cycle [32]. In 1997, the 
human ortholog was identified [33]. Rad53/CHK2 
was first identified in yeast in 1974 as its mutation 
exhibited sensitivity to X-ray radiation [34]. 
Almost 20 years later, it was reported as an essen-
tial nuclear kinase during the S-phase, playing a 
role in DNA replication and repair [22, 35–37]. In 
1998, CHK2 was identified as the mammalian 

Replicatіon 
block 

DNA 
damage 

ATM  

CHK 2
 

ATR  

CHK 1
 

Cell Cycle arrest
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Fig. 9.1 Simplified overview of ATM/CHK2 and ATR/
CHK1 pathways: to activate the S-phase checkpoint, the 
sensor kinases, ATM and ATR phosphorylate downstream 
effector kinases CHK2 and CHK1, respectively to activate 
downstream signaling
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homologue of yeast RAD53, and was linked to the 
ATM-mediated response to DNA damage [38].

9.2.2  ATM/CHK2 and ATR/CHK1 
Pathways, Associated 
Diseases and Potential 
Personalized Therapy

9.2.2.1  Ataxia-Telangiectasia (A-T)
A-T is an autosomal recessive disorder, associ-
ated with telangiectasia, cerebellar ataxia, 
immune defects, and increased cancer suscepti-
bility. Patients have mutated ATM gene. Thus, the 
gene was named Ataxia-Telangiectasia Mutated, 
after the disease [39–41].

ATM-deficient mammalian cells show 
impaired checkpoint and DSBs repair pathways 
[42–44]. Impaired intra-S-phase checkpoint 
response leads to radio-resistant DNA synthesis 
(RDS) where cells are unable to slow down DNA 
replication when irradiated [41, 44, 45].

The therapeutic field for this disease is still 
quite immature. The most recent approaches 
involve induced pluripotent stem cells to create an 
in vitro A-T model in 2013. Using this model, 
researchers identified potential therapeutic com-
pounds, called Small Molecule Read-Through that 
increased ATM protein activity and improved the 
ability to repair damaged DNA [46]. Furthermore, 
a Spanish team is currently trying to introduce 
ATM mini-genes into cells obtained from A-T 
patients to express ATM and enhancing their deliv-
ery system, giving hope to A-T patients that one 
day gene therapy would be possible (http://www.
atsociety.org.uk/gene-therapy-project-in-granada).

9.2.2.2  Seckel Syndrome (SS)
ATR mutations increase susceptibility to DNA 
damage, impair checkpoint functions and 
increase incidence of chromosomal breakages 
[22, 23, 47]. SS is an autosomal recessive disor-
der characterized by mental retardation, impaired 
growth and microcephaly [48]. The first identi-
fied genetic cause, c.2101A>G mutation in ATR, 
results in skipping of exon 9. This mutation rein-
forces a splicing silencer (ESS) and weakens a 
splicing enhancer (ESE). Elucidating the molec-

ular mechanism of this mutation gave rise to two 
potential RNA-based therapies: using an anti-
sense oligonucleotide (AONATR) that targets 
c.2101A position recovering the exon inclusion 
as well as using a U1snRNA which base-pairs 
with the weak 5′ splice sites, rescuing exon inclu-
sion in the ATRSS-allele [48, 49].

9.2.2.3  Cancer
The ATR/CHK1 pathway is seldom mutated or 
lost, with rare exceptions of some malignancies 
[50]. In addition, siRNA inhibition of CHK1 
enhanced the sensitization of ovarian, breast can-
cer and neuroblastoma to chemo-and radio thera-
peutic agents [51–53]. Therefore, it is an attractive 
strategy in cancer therapy to combine the deple-
tion of DNA damage response players with con-
ventional chemotherapy, creating the so-called 
‘synthetic lethality’ [54].

Along these lines, ablation of the ATR-CHK1 
axis has been found to have anti-tumor activity 
by exacerbating the replication stress on cells 
[55]. In addition, treating melanomas exhibiting 
high levels of DNA damage with CHK1 inhibi-
tors, AR323 and AR678, demonstrated signifi-
cant lethality [56]. Furthermore, several trials 
identified chemotherapy-enhancing CHK1 inhib-
itors [57, 58].

Mutations and epigenetic modifications in 
components of the ATM/CHK2 axis were shown 
to be associated with malignancy [59–70]. 
However, some human cancers exhibit overex-
pression of ATM and/or Chk2 or other compo-
nents of the ATM-Chk2 pathway [71–74].

Multiple studies have shown that administra-
tion of ATM, ATR or CHK1 inhibitors as well as 
silencing them have an anti-cancer effect, in 
addition to sensitizing several cancer types to 
radio- and chemotherapy [56, 75–103]. For 
example, ATM was found to be activated upon 
the inhibition of Poly (ADP-Ribose) Polymerase 
(PARP-1), probably due to replication fork 
 collapse and subsequent activation of repair by 
HR. [104] Along these lines, inhibiting ATM was 
found to have a sensitizing effect to PARP inhibi-
tors in mantle cell lymphoma cells and breast 
cancer cells [105, 106]. Similarly, inhibiting 
CHK2 in combination with PARP inhibitors elic-
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ited a synergistic lethal response in lymphoma 
cells overexpressing MYC [107]. Nonetheless, 
definitive results regarding the chemo- and radio- 
sensitizing effect of ATM/CHK2 inhibition are 
still lacking. CHK2 inactivation, for instance, 
was reported to confer a radio-protective effect in 
some malignant cells [108, 109]. In addition, 
some of the sensitizing drugs have shown poor 
bioavailability making them not suitable for clin-
ical administration. Thus, further experimenta-
tions, validating drugs action in vivo and on 
patients in clinical trials are needed [110].

It is also worth mentioning that induced muta-
tions in CHK1 leads to its constitutive activation 
in the absence of DNA damage thus inhibiting 
cancer cells’ proliferation [111]. This notion 
leads to the intriguing idea that over-activating 
CHK1 in the absence of DNA damaging agents 
would kill cancer cells. This method would entail 
minimal side effects since it does not involve 
using other chemotoxic agents [54].

In spite of promising preclinical results, few 
inhibitors only have entered clinical trials so far. 
Some CHK1 or CHK1/2 inhibitors (e.g. 
LY2603618, MK-8776, UCN-01 and CBP501) 
were tolerated by advanced solid tumors or lym-
phoma patients [112–117]. However, adverse 
side effects were evident in studies of other 
CHK1 inhibitors (e.g. AZD7762 and UCN-01), 
most notably cardiotoxicity [97, 112]. Further 
elaboration on the clinical trials are reviewed in 
[97]. However, it is clear that further clinical 
investigations of CHK1 inhibitors are required to 
improve efficacy, bioavailability and decrease 
undesirable effects to develop them into bedside 
treatments.

9.3  Yeast Research Contribution 
to Understanding DNA DSBs 
Repair via HR and Associated 
Diseases

Homologous Recombination (HR) is conserved 
across all three domains of life [118]. Thus, a 
huge amount of what we currently know about 
HR both in meiosis and mitosis is learned from 
yeast studies [119]. In this chapter, we focus on 

HR in DSBs repair and explain how yeast work 
took research on DSBs repair via HR to a whole 
new level. Finally, we elaborate on the contribu-
tion of these findings to understanding different 
neurodegenerative diseases and cancers and 
innovation of personalised medicine to treat 
them.

9.3.1  HR Molecular Mechanism

When a DSB happens, the MRN complex or 
MRX in yeast, comprising Mre11, Rad50 and 
Xrs2/human NBS1, recognizes it and resects the 
3′-DNA broken ends. RPA proteins then bind to 
the ssDNA to stabilize it till Rad52 together with 
mediators relieve RPA and recruit Rad51. This is 
slightly different in humans as BRCA2 along 
with DSS1 promote RPA-RAD51 exchange [120, 
121]. However, RAD52 takes over BRCA2 func-
tion if it is mutated; but with lower efficiency 
[122].

Rad55-Rad57 dimer then binds, protecting 
and stabilizing Rad51 nucleofilament so that the 
homology search could start [123–126]. Rad54 
ATPase then interacts with Rad51 stimulating its 
strand exchange activity. RAD54 translocation 
activity is thought to efficiently deliver dsDNA to 
the site of homology search causing base pairing 
disruption. Thus, facilitating the interaction with 
ssDNA filament, forming a Holliday Junction 
which is later resolved by Resolvase [125, 127] 
(Fig. 9.2).

9.3.2  Discovery of HR Key Players 
in Yeast

It is remarkable that the discovery, identification 
of functions and interactions of the majority of 
HR key players was first accomplished in yeast. 
The story begins as follows. In 1974, deletion of 
the majority of HR players in yeast exhibited 
meiotic defects, susceptibility to IR and inade-
quate vegetative growth [34]. Afterwards, in 
1975 and 1976, Rad52 protein was found neces-
sary for DSBs repair [128, 129]. In 1979, it was 
reported that Rad51 plays a similar role as Rad52 
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[130]. In 1980 and 1981, it was then shown that 
Rad52 is required for meiotic and mitotic recom-
bination [131, 132].

The 1990s were a great time for scientists 
interested in HR. In 1992, Rad51 was found to be 
similar to the bacterial homologue RecA and an 
interaction with Rad52; crucial for recombina-
tion was reported [133]. Around the same time, 
proteins comprising the MRX complex were also 
identified to be important for HR and repair [134, 
135]. Great progress was then made when RAD51 
human and mouse homologues were identified in 
1993 and that of RAD52 were identified in 1994 
[136, 137]. The signaling of HR got more clear 
when a two-hybrid screen showed in vivo direct 

interaction between Rad51 and both Rad54 and 
Rad55 and between Rad55 and Rad57 in addition 
to Mre11 and Rad50 to achieve their role in mei-
otic and mitotic HR. [138–140] MRX complex 
identification in yeast triggered scientists to look 
for homologues. In 1995, the human MRE11 was 
found in a two-hybrid screen [141]. In 1996 and 
1998, human RAD50 and NBS1 were discov-
ered, respectively [142, 143]. It is worth mention-
ing that the MRX complex function in different 
pathways other than HR Mitotic DSB repair 
[144, 145].

More mechanistic data were available again 
through yeast studies. In 1997, Rad52 was 
found to be a mediator between RPA and Rad51 
[146] and Rad55 and Rad57 heterodimer were 
reported to function together with RPA to pro-
mote Rad51 DNA strand exchange [147]. It was 
then possible to show that RAD52 in human 
stimulates RAD51 homologous pairing [148]. 
More secrets about the HR are still revealed 
through yeast studies. For example, it was 
shown in 2015 that yeast mitochondrial HR and 
DSBs repair are also dependent on Rad51 and 
Rad52 [149].

9.3.3  HR Associated Diseases 
and Potential Therapy

Mutations in the MRN complex genes are associ-
ated with several human diseases such as 
Nijmegen Breakage Syndrome (NBS) and an 
NBS-like disorder [143, 150]. In addition, they 
are implicated in several tumors [151–154]. In 
this chapter, we focus however on diseases asso-
ciated with RAD51 and RAD52 genes.

9.3.3.1  RAD51 Associated Diseases
Mutations in RAD51 have been associated with 
neurological disorders and cancers. Moreover, 
mutations and overexpression of other RAD51 
paralogues, known to have a role in HR and DNA 
repair, were found to be associated with diseases 
such as Fanconi Anemia and cancers [155–157]. 
However, here we focus on RAD51 and not its 
paralogues.

MRX complex 
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ATM
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Sister strand
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Fig. 9.2 The molecular mechanism of HR: the MRX 
complex senses the DSB and resects the 3′-DNA broken 
ends. RPA proteins then bind to the ssDNA to stabilize it. 
Rad52 together with mediators relieve RPA and recruit 
Rad51. Rad55-Rad57 dimer then binds to protect and sta-
bilize Rad51 nucleofilaments and Rad54 ATPase helps 
Rad51 interact with the homologous strand. Holliday 
Junction form to achieve repair then it gets resolved by 
Resolvase

A.A. Abugable et al.



163

Congenital Mirror Movements (CMM) 
Neurological Disorder
CMM is a hereditary disorder where movements 
on one body side are mirrored involuntarily on 
the other. A significant down-regulation of 
RAD51 mRNA levels in CMM patients was 
found as a consequence of exon 9 mutation, 
resulting in a premature stop codon and mRNA 
nonsense-mediated decay. Lack of therapeutic 
attempts result from an unclear disease mecha-
nism; explaining how RAD51 mutations and sub-
sequent protein deficiency cause CMM [158].

Cancer
RAD51 expression is elevated in multiple cancers 
contributing to tumor cells chemo-resistance. 
Thus, RAD51 represents a good diagnostic and 
therapeutic target for cancer [159–163]. It is 
imperative to note that being an essential gene, 
selectivity of the different therapeutic options to 
cancer cells is essential to avoid its toxicity on 
normal cells [164].

Several therapeutic approaches have been pro-
posed. For instance, combining RAD51 small 
molecule inhibitors with chemotherapeutic 
agents such as doxorubicin and cisplatin sensi-
tizes cancer cells and mice xenografts to chemo-
therapy [165–167]. Moreover, inhibiting histone 
deacetylases in acute myelogenous leukemia 
induced miR-182, targeting RAD51 which sensi-
tizes cells to sapacitabine [168].

In addition, indirect inhibition via Gleevec, 
which inhibits c-Abl that plays a role in RAD51 
regulation, rendered glioma cell lines radiosensi-
tive, indicating differential regulation and selec-
tivity between normal and cancerous cells [169]. 
Furthermore, combining RAD51 siRNA knock-
down with Gemcitabine, a pyrimidine analog, 
increased tumor cell sensitivity [170]. The use of 
siRNA against both RAD51 and BRCA2 sensi-
tized brain glioma cells to alkylating agents as 
well [171].

Interestingly, modestly elevated RAD51 lev-
els leads to increased HR activity in some cancer 
types, however, very high levels lead to lower HR 
efficiency and decreased cell fitness [172]. Thus, 
RS-1, a RAD51 stimulatory compound which 

stimulates its DNA binding activity was used to 
increase RAD51 to very high levels in immortal-
ized cell lines and mice models to kill tumor cells 
[173].

9.3.3.2  RAD52 Associated Diseases
RAD52 polymorphisms have been linked to some 
cancer types [174–176]. It has been also hypoth-
esized that before breast cancer onset, SNPs in 
the 3′-UTR of RAD52 mRNA interferes with the 
binding site for the miRNA let-7, causing 
increased RAD52 expression. Consequently, 
enhancing DSB repair and contributing to breast 
cancer development [177]. Likewise, targeting 
RAD52 with a short hairpin RNA (shRNA) 
decreased its levels and induced senescence in 
mouse bronchial epithelial cells [176]. Depletion 
of RAD52 also led to decreased cell proliferation 
in BRCA2-deficient breast cancer cells [178]. 
Moreover, High-throughput screening approaches 
identified various small molecules as RAD52 
activity inhibitors that showed lethality in 
BRCA1 and BRCA2-deficient cancer cells 
[179–181].

Despite the numerous approaches aiming at 
achieving anti-tumor effects through the inhibi-
tion of RAD51 and RAD52, it is evident that fur-
ther experimentations are still needed. The 
ultimate goal would be shifting these lab or pre-
clinical trials into clinical trials testing the appli-
cability of the drugs as personalized cancer 
therapies for humans.

9.4  Yeast Research Contribution 
to Understanding NHEJ 
and Associated Diseases

NHEJ plays a pivotal role in DSB repair. In con-
trast to HR, it does not need a homologous tem-
plate to ligate the broken ends rendering it 
error-prone. Proteins involved in NHEJ in mam-
malian cells include the KU70/80 heterodimer, 
Artemis, XRCC4, DNA-dependent protein 
kinase (DNA-PK), DNA ligase IV and XRCC- 
like factor (XLF) [182–185].
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9.4.1  NHEJ Molecular Mechanism

KU70/80 heterodimer detects DSBs in a 
sequence-independent manner, serving as a scaf-
fold to recruit other proteins including DNA-PK 
which gets activated upon interaction with the 
DNA and KU70/80 [186, 187]. This interaction 
plays a role in forming a complex that holds the 
broken ends of the DNA together [188]. The 
XRCC4-DNA ligase IV complex is then assem-
bled and XRCC4 serves as a second scaffold. 
Then, several processing enzymes are recruited 
to the DNA damaged site [186] (Fig. 9.3). In 
complex DNA damage, when base damages exist 
close to the DSBs such as DNA overhangs and 
non-ligatable termini, more players get involved 
to repair the break [189–192].

Although yeast lacks DNA-PK, it contributed 
significantly to the discovery and understanding 
of NHEJ ligases. Here, we discuss yeast contri-
bution to understanding NHEJ and focus on dis-
eases associated with defects in DNA ligase IV 
and potential personalized therapies.

9.4.2  Yeast Research Contribution 
to Understanding NHEJ

DNA ligases have an essential role in joining 
DNA strands together after IR or other agents 
that induce breaks. Earlier studies have reported 
only one DNA ligase in S. cerevisiae [193]. On 
the other hand, four DNA ligases with different 
biochemical activities have been identified in 
mammalian cells [194–196]. The function of 
three of which was known, however, the physio-
logical function of ligase IV remained unknown 
[194]. In 1997, yeast research helped identify 
Ligase IV function. Researchers found an 
increase in radio-sensitivity in Δlig4Δrad52 
strains when compared to Δrad52 strains. Thus, 
reflecting that LIG4 is involved in DSBs repair in 
a RAD52-independent manner [197].

To study whether Lig4 operates in the same 
pathway as Ku, the radio sensitivity of 
Δlig4Δrad52Δyku70 strains was assessed and 
found to be indifferent from that of Δlig4Δrad52 
or Δrad52Δyku70 indicating that Ku and Lig4 
work in the same repair pathway. Moreover, it 
was found that LIG4 yeast mutants have severe 
defects in NHEJ that cannot be compensated for 
by DNA ligase I in yeast, confirming Lig4’s cru-
cial role in NHEJ. Due to LIG4’s sequence 
homology to human DNA ligase IV, the function 
of the human homologue was better understood 
[197].

DNA ligase IV end-joining activity comes last 
in the NHEJ process. This was revealed through a 
yeast-two hybrid screen performed in 1997 that 
showed that XRCC4 co-immunoprecipitates with 
DNA ligase IV only, indicating that DNA ligase 
IV-XRCC4 interaction is specific. DNA-ligase 
IV activity was compared in the presence and 
absence of XRCC4 and it was found that co- 
expression of XRCC4 increased the ligase activ-
ity seven to eightfolds. This proved that XRCC4 
is needed to induce the ligase activity of DNA 
ligase IV, mainly through direct structural inter-
action [198].

In 2006, a yeast-two-hybrid screen was per-
formed using human XRCC4 as bait to test for its 
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Fig. 9.3 NHEJ in higher eukaryotes. Ku70/80 heterodi-
mer recognizes the break and helps recruits 
DNA-PK. Finally, XRCC4-Ligase IV complex mediates 
strands sealing. Other players are not shown
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interaction with all human coding genes repre-
sented by a brain cDNA library. A novel gene 
was identified to interact with XRCC4 and was 
referred to as Cernunnos or XRCC4-like factor 
(XLF) due to its structure sequence similarity to 
XRCC4. Protein interaction studies confirmed 
that XLF functions with XRCC4-DNA Ligase IV 
complex. To assess whether XLF was implicated 
in the NHEJ pathway, it was knocked down and 
interestingly, these cells showed increased radio 
sensitivity. In addition, the degree of radio sensi-
tivity in XLF-depleted cells was the same as that 
of XRCC4-depleted cells, proving its involve-
ment with XRCC4 in DSB repair [199].

It is now known that cells use two mechanisti-
cally distinct NHEJ pathways: Classic-NHEJ 
(C-NHEJ) leading to minimal alterations at the 
nick sites and alternative NHEJ (alt-NHEJ) caus-
ing extensive insertions and deletions, hence, dis-
rupting normal sequences at repair sites. C-NHEJ, 
as previously explained, includes the function of 
KU70/80, LIG4, DNA-PK and XRCC4. On the 
other hand, alt-NHEJ depends on PARP1 signal-
ing and 5′ to 3′ DNA resection at injury site by Ct 
Interacting Protein (CtIP) and MRN proteins. 
DNA ends are annealed through base pairing and 
are subject to fill-in synthesis by DNA poly-
merase θ where end-joining is promoted by LIG3 
[200].

9.4.3  NHEJ Associated Diseases 
and Potential Personalized 
Therapy

Multiple diseases are associated with NHEJ 
defects. Here, we focus on neurological defects 
and cancers associated with DNA ligase IV 
defects.

9.4.3.1  Neurological Diseases
DNA ligase IV deficiency, named as LIG4 syn-
drome, is a rare hereditary autosomal disease 
caused by a hypomorphic missense or deletion 
mutation in the LIG4 gene, reducing enzyme 
functionality. Some mutations directly disrupt 
the ligase domain while others impair the interac-
tion between LIG4 and XRCC4 [201]. Patients 

suffer mainly from microcephaly, developmental 
delays, radio sensitivity and immune abnormali-
ties [202]. These phenotypes overlap with other 
DNA-repair deficient syndromes such as 
Nijmegen Breakage Syndrome [201]. The first 
reported case of LIG4 syndrome caused by a mis-
sense mutation (R278H) lying within the active 
site was evident in a patient with T cell acute 
lymphoblastic leukemia. The mutation impairs 
the DSB rejoining through compromising the 
nick ligation activity of the mutant LIG4 without 
affecting the interaction between LIG4 and 
XRCC4 [201, 203–205]. The prevalence of LIG4 
syndrome is not well studied as only 28 cases 
have been globally reported and current treat-
ment involves haematopoietic stem cell trans-
plantation, immunoglobulin administration as 
well as chemoprophylaxis to support the patients 
[206].

In neurons, NHEJ is the predominant repair 
pathway to DSBs. It has long been hypothesized 
that there is a positive correlation between aging 
and increased DNA damage. Reduced DNA 
repair was reported in Alzheimer’s Disease (AD), 
however, with no specific mutations in 
 NHEJ- involved genes. Nevertheless, it has been 
shown that DNA-PK levels are significantly 
lower in brains of AD patients [207]. These 
results were supported by a study where KU80 
and DNA-PK levels were reduced in AD brains. 
A hallmark of AD is the accumulation of extra-
cellular amyloid plaques caused by disruption in 
somostatin signaling pathway. Since Ku80 is a 
somostatin receptor, its deficiency can elicit the 
previously mentioned response, which induces 
DNA-PKc degradation [208] Since the end-join-
ing activity is correlated with the expression of 
the DNA-PK and their catalytic activity, the 
NHEJ repair pathway might be deficient in AD.

Finally, defects in XLF, has been implicated in 
neurological diseases too. Patients with 
Cernunnos/XLF deficiency are symptomatic with 
microcephaly, growth retardation, and immuno-
deficiency due to defect in V(D)J recombination. 
Prospective treatment for immunodeficiency in 
such patients includes temporarily administering 
Intravenous Immunoglobulin (IVIG) and bone 
marrow transplantation [209].
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Therapeutics for neurodegenerative diseases 
aim at correcting the function of mutated NHEJ 
players to regain normal cell response to DNA 
damage. The availability of personalised thera-
peutics for the diseases we have mentioned is still 
challenging as more research should be done to 
understand the exact contribution of the men-
tioned genetic defects to the development of the 
respective diseases.

9.4.3.2  Cancers
It seems that NHEJ involvement in cancer is 
complex as its over-activity or under-activity can 
lead to repair aberrations in neoplastic tissues 
[210]. Recent studies show that DNA-PK is 
upregulated in hepatocellular carcinoma and 
other cancer types, with a positive correlation to 
low differentiation levels and high metastatic 
ability. DNA-PK protects tumor cells against 
DNA damage induced by chemotherapy, render-
ing the cells resistant [211]. The up-regulation is 
hypothesized to be due to genomic aberrations, 
where DNA-PK gene locus (8q11.21) was found 
to be amplified [212]. Accordingly, small inhibi-
tors are recently developed targeting the DNA-PK 
but pre-clinical studies in mice models are needed 
to further understand their effectiveness and side 
effects [211, 213, 214].

Similar results were found in cervical carci-
noma surviving radiotherapy where DNA-PK, 
KU70 and KU80 were overexpressed [215]. 
However, DNA ligase IV was reported to be 
down regulated in chronic myeloid leukemia can-
cer cells [216] proposing that the expression lev-
els of DNA ligases could be useful biomarkers of 
abnormal DNA repair in some cancer types 
[217]. Moreover, Leong et al. have shown that 
there is no difference in the expression levels of 
key NHEJ players such as Ku70/80, XRCC4 or 
DNA Ligase IV between radiosensitive and con-
trol lymphoblastoid cells. This shows that differ-
ential expression levels or abnormalities in these 
NHEJ proteins might not underlie the cause for 
clinical radiation sensitivity [218]. Therefore, 
determining the exact personalized therapies 
should depend on the cancer type and the specific 
expression of NHEJ genes in the cells of every 
patient.

Several studies aimed at identifying specific 
Ligase IV inhibitors. In 2008, in silico modeling 
of DNA Ligase inhibitors was conducted. Out of 
the identified hits, none were specific to Ligase 
IV only, however, they could be utilized as lead 
compounds for future development of more spe-
cific inhibitors [219]. In 2012, SCR7, DNA 
Ligase IV inhibitor, was found to reduce cancer 
cell proliferation in a DNA Ligase IV-dependent 
manner. Moreover, it reduced the growth of 
tumor cells formed in mice xenografts and ele-
vated the tumor-inhibitory effects of DSB- 
inducing agents [220]. Results of these preclinical 
studies show that DNA ligase inhibitors could be 
developed as potential anti-cancer drugs.

9.5  Yeast Research Contribution 
to Understanding 
Topoisomerase-Induced 
PDBs Repair and Diseases 
Caused by Their Defects

DNA topoisomerases (TOPs) are vital enzymes 
known to resolve DNA entanglements and tor-
sional stresses resulting from DNA processes 
such as gene transcription, replication, recombi-
nation as well as chromatin compaction [221, 
222]. Six human genes code for TOPs, however, 
we shall focus on TOP1 and TOP2 [223], the 
neurodegenerative diseases and cancers associ-
ated with their defects and how personalized 
therapy is developing after revealing their molec-
ular function.

TOP1 and TOP2 cleave and reseal one and 
two DNA strands, respectively via the nucleo-
philic tyrosine residue (Tyr) in their active site. 
This results in a transient break and covalent 
phosphotyrosyl bond formation between Tyr and 
the 3′ or 5′ end, forming the topoisomerase cleav-
age complex; TOP1cc and TOP2cc, respectively 
[221, 224]. PDBs form when the TOPs fail to 
complete their catalytic cycle and remain trapped 
on the DNA [225, 226]. Upon collision with 
RNA or DNA polymerases, the cleavage com-
plex is converted to a DSB that requires DNA 
repair machinery to remove it [227–229].
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Cells are equipped with Tyrosyl-DNA phos-
phodiesterases (TDPs) that hydrolyze the phos-
phodiester bond between the Tyr and the DNA 
strand. TOP1 and TOP2 are removed with TDP1 
and TDP2, respectively [230, 231]. It is neces-
sary that the TOP1 and TOP2 get proteolytically 
degraded before TDPs can act on the TOPcc 
[232–235]. The exact signaling pathways are 
illustrated in (Fig. 9.4). When TDP activity is 
deficient, other error-prone or error-free repair 
pathways takeover depending on the nature of the 
break (SSB or DSB) and the pathways the cells 
follow [236–246].

9.5.1  Discovery of TDP1 in Yeast

TDP1 was discovered in chemically mutagenized 
yeast, based on its ability to hydrolyse the phos-
photyrosyl bonds between the 3′-DNA strand 
and TOP1, restoring the 3′-phosphate terminus at 
the TOP1-induced SSBs [230, 247]. 
Phosphotyrosine oligonucleotides bearing a 

phosphodiester bond at the 3′-end and a radiola-
belled 5′-end were subjected to crude yeast 
enzymes extract. Then chromatography was per-
formed to assess the ability to release tyrosine 
from the radiolabelled oligonucleotides. A par-
tially purified enzyme was found to convert the 
tyrosine-oligonucleotide into a unique product 
reporting the first TDP activity in yeast in 1996 
[247]. In 1999, the gene coding for TDP1 respon-
sible for the TDP activity in yeast was identified 
and the existence of a human homologue was 
reported [230].

9.5.2  TDP1 Associated Diseases

9.5.2.1  Spinocerebellar Ataxia 
with Axonal Neuropathy 
(SCAN1)

A homozygous H493R mutation in TDP1 was 
identified in a Saudi Arabian family with autoso-
mal recessive SCAN1 resulting in loss of TDP1 
activity. They suffered from peripheral axonal 
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motor and sensory neuropathy, distal muscular 
atrophy, pes cavus and steppage gait. Some fam-
ily members had cerebellar ataxia and axonal 
neuropathy, one of which had seizures while two 
had mild brain atrophy [248].

TDP1 inactivity may contribute to SCAN1’s 
complex etiology [249]. Therefore, identification 
of the mutated TDP1 through sequencing is nec-
essary for establishing a personalized treatment 
plan [248]. Current therapy involves using pros-
theses and walking aids to enhance patients’ 
mobility. However, there are no approved drugs 
yet for the treatment of SCAN1 based on the 
TDP1 mutation. Nevertheless, since SCAN1 
patients can be TDP1 deficient, exposure to TOP1 
poisons and IR should be avoided due to increased 
hypersensitivity and delayed rate of removal of 
IR-induced SSBs, respectively [249, 250].  
Notably, these early studies on Tdp1 in yeast led 
to the conceptual idea that protein-linked DNA 
breaks are pathogenic, which has now been 
shown in a number of neurological disorders, 
most recently in frontotemporal dementia and 
ALS, in a study came out this month in Nature 
Neuroscience [251].

9.5.2.2  Cancers
Discovering TDP1 and understanding its role in 
cancer makes it a promising target for the devel-
opment of small molecule inhibitors. Studies 
have shown that TDP1-deficient patients are via-
ble and hence, TDP1 inhibitors are less likely to 
be toxic [248]. Moreover, TDP1’s crystal struc-
ture has been resolved [252] so virtual screening 
of libraries of compounds as well as in silico 
studies of interactions between different ligands 
and TDP1 can facilitate the drug discovery pro-
cess. Furthermore, TDP1 can resolve various 
3′-DNA ends [240, 250, 253–255] and hence, 
TDP1 inhibitors are thought to have a significant 
effect on current therapies that involve inducing 
PDBs such as TOP1 poisons.

Overexpression of TDP1 was detected in 
CPT-resistant non-small cell lung cancer cells, 
giving rise to the possibility of developing TDP1 
inhibitors for such patients to overcome CPT’s 
resistance [256]. On the other hand, a study in 
2014 revealed that TDP1 is completely inacti-
vated in two out of eight lung cancer cell lines, 

suggesting that TDP1 expression level does not 
completely correlate with sensitivity to the TOP1 
poison, topotecan and hence, can be considered 
as a partial pharmacodynamics biomarker to 
determine the cellular sensitivity of patients to 
TOP1-targeted drugs [257].

Glioblastoma-resistant cancer cells treated 
with Temozolomide (TMZ), showed higher cel-
lular sensitivity to TMZ when TDP1 is depleted, 
opening the door to combination therapy involv-
ing TDP1 inhibitors [240]. Moreover, depletion 
of TDP1 was found to cause irinotecan hypersen-
sitivity in a TOP1-dependent manner while TDP1 
over-expression was found to protect the colorec-
tal cancer cells from irinotecan-mediated cell 
death. This highlights the possibility of combin-
ing irinotecan and a TDP1 inhibitor. However, it 
is imperative that TOP1 and TDP1 levels of 
patients are assayed as TOP1 activity is a prereq-
uisite for TDP1-based therapeutics [258].

Several TDP1 inhibitors have been discovered 
over the past few years that can serve as lead 
compounds for developing highly potent and spe-
cific TDP1 inhibitors. These include aminoglyco-
sides [259], furamidine [260], suramin, 
methyl-3,4-dephostatin, aurintricarboxylic acid 
[261], benzopentathiepine [262] and 
 fluoroquinolone derivatives [263]. In addition, 
JBIR-21 isolated from anamorphic fungus was 
found to inhibit TDP1 activity [264]. Among the 
most recent developments was usnic acid 
enamine derivatives, demonstrating high potency, 
low toxicity as well as improved CPT’s cytotox-
icity [265].

The above-mentioned examples reflect on the 
importance of identification of the genetic defect 
to personalize the medications patients receive in 
order to maximize their benefit.

9.5.3  Research in Yeast Allowed 
TDP2 Discovery

Although lacking a yeast homologue, TDP2 was 
discovered through a yeast genetic screen [231]. 
A strain lacking TDP1 and RAD1-RAD10 nucle-
ase; the human endonuclease XPF-ERCC1 
ortholog [266] playing a similar role in yeast, 
were transformed with a human cDNA library 
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and the resulting populations were screened for 
resistance to CPT [231]. The CPT resistant trans-
formants contained TDP1, TTRAP (TRAF and 
TNF receptor associated protein) [267] and 
APEX1 (a close relative to Apurinic/apyrimidinic 
endonuclease-1) [268]. TTRAP hydrolyzes the 
5′-phosphotyrosyl bonds, restoring the 5′-phos-
phate terminus. This activity is complementary to 
that of TDP1, and hence, the enzyme was later 
referred to as TDP2 [231].

9.5.4  Discovery of TDP2 Led 
to Understanding of Diseases 
Associated with Gene Defects

9.5.4.1  Neurological Diseases
TDP2 is known to be necessary for induction of 
transcription of genes whose expression is TOP2- 
dependent and are associated with normal neuro-
logical development [269–272]. Consequently, 
its depletion or mutagenesis is reported to cause 
neurological diseases [273].

Three Irish siblings had intellectual impair-
ment, seizures and progressive ataxia. Two sib-
lings who had developed seizures at the age of 
2 years and 6 months underwent electroencepha-
lography to confirme their diagnosis with epilep-
tic encephalopathy. The three started walking at a 
normal age however, they required support or 
wheelchair later. Their exome sequencing showed 
a putative splice-site mutation in TDP2 resulting 
in a premature stop codon and deletion of con-
served domains, critical for TDP2 activity. 
Furthermore, the mutant mRNA was truncated 
and labile to nonsense-mediated decay. A differ-
ent homozygous TDP2 mutation resulting in the 
introduction of a premature stop codon and a 
truncated TDP2 was also identified in Egyptian 
siblings with intellectual impairment, fits and 
ataxia [273].

9.5.4.2  Cancer
Overexpression of TDP2 in small-cell lung can-
cer, rendering the cells resistant to therapy, opens 
doors for developing TDP2 inhibitors to increase 
the cellular sensitivity to TOP2 poisons [274]. In 
2013, the first TDP2 small molecule inhibitors, 
Toxoflavins and Deazaflavins, were reported as a 

novel approach to increase the sensitivity to TOP2 
poisons [275]. Their mode of action as competi-
tive ligands and the crystal structures when bound 
to TDP2 were resolved in 2016 [276].

Finally, in 2016, a high-throughput screening 
for TDP2 inhibitors was conducted and the 
researchers identified NSC111041 that prevents 
TDP2 from binding to DNA without being inter-
calated. Upon combination with etoposide in 
TDP2-expressing cells, it had a synergistic effect, 
enhancing its efficacy and minimizing the dose, 
side effects and non-specific toxicity [277]. In 
addition, isoquinoline-1,3-dione analogs were 
reported as specific TDP2 inhibitors, however, 
they were not synergistic with etoposide and 
hence can serve as a scaffold for future drug 
developments [278]. Finally, In 2016, a potential 
lead compound for TDP2 inhibitors, called isoeu-
genol, was reported to enhance CPT’s cytotoxic-
ity in TDP1-deficient cells, through inhibiting 
TDP2 [279].

9.6  Future Perspectives

We have discussed several therapeutic approaches 
targeting specific disease-causing mutations. 
However, to achieve better personalised therapy, 
future diagnostic techniques should determine 
the exact mutations in a rapid and cost-efficient 
manner. Stem cell therapy is currently approach-
ing clinical trials for the treatment of Parkinson’s 
disease (PD). Scientists aim to depend on parthe-
nogenetic pluripotent stem cells and differentiate 
them into neural cells that can secrete dopamine, 
the neurotransmitter whose depletion results in 
PD [280]. This gives hope for patients suffering 
from different neurodegenerative disorders. A 
possible suggestion for the treatment of patients 
carrying mutations causing the discussed neuro-
logical diseases is to use stem cells and differen-
tiate them into neural tissues that can express 
normal levels of the defective proteins. In addi-
tion, CRISPR/Cas9 has recently emerged as a 
promising technique for genome editing, espe-
cially with the first human trial launched in 2016 
[281]. This raises the potential to use it as a ther-
apy for patients suffering from neurodegenera-
tive diseases and cancers arising from specific 
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mutations. The challenging aspect regarding 
genome editing is the delivery of the Cas pro-
teins across the blood brain barrier. Current stud-
ies are focusing on optimizing the delivery 
process through the use of different carriers, 
which will eventually have a great impact on the 
development of personalized medicine 
[282–284].

9.7  Conclusion

Considering genetic variations between individu-
als as a guide to making decisions on prevention, 
diagnosis and treatment of diseases paved the 
way to developing personalized medicine. In this 
chapter, we discussed how yeast research has 
contributed to the discovery of several genes and 
their functions. Malfunctioning of such genes in 
human cells was found to result in different neu-
rological diseases and cancers. Unleashing the 
exact genetic defect behind the disease has a sig-
nificant impact on improving the diagnosis and 
treatment plans. It is bound to replace conven-
tional therapy to overcome its side effects, toxic-
ity and resistance. Since most cancers have an 
over-expression of the implicated protein, devel-
opment of inhibitors seems promising unlike in 
the neurological diseases where the genes are 
silenced or mutated, making its treatment more 
challenging.

Acknowledgement This work is funded by a grant from 
Zewail City to Sherif El-Khamisy. The authors would like 
to thank members of the Center of Genomics at Zewail 
City for help and useful discussions.

References

 1. Goffeau A et al (1996) Life with 6000 genes. Science 
274:546–567

 2. Mohammadi S, Saberidokht B, Subramaniam S, 
Grama A (2015) Scope and limitations of yeast as a 
model organism for studying human tissue-specific 
pathways. BMC Syst Biol 9:96

 3. Stearns T, Ma H, Botstein D (1990) Manipulating 
yeast genome using plasmid vectors. Methods 
Enzymol 185:280–297

 4. Gardner JM, Jaspersen SL (2014) Manipulating the 
yeast genome: deletion, mutation, and tagging by 
PCR. Methods Mol Biol 1205:45–78

 5. Janke C et al (2004) A versatile toolbox for PCR- 
based tagging of yeast genes: new fluorescent 
proteins, more markers and promoter substitution 
cassettes. Yeast 21:947–962

 6. Dudášová Z, Dudáš A, Chovanec M (2004) Non- 
homologous end-joining factors of Saccharomyces 
cerevisiae. FEMS Microbiol Rev 28:581–601

 7. Aylon Y, Kupiec M (2004) DSB repair: the yeast 
paradigm. DNA Repair 3:797–815

 8. Prakash S, Prakash L (2000) Nucleotide excision 
repair in yeast. Mutat Res 451:13–24

 9. Hamperl S, Cimprich KA (2014) The contribution 
of co-transcriptional RNA:DNA hybrid structures to 
DNA damage and genome instability. DNA Repair 
(Amst) 19:84–94

 10. Bonner JN, Zhao X (2016) Replication-associated 
recombinational repair: lessons from budding yeast. 
Genes 7

 11. Ashour ME, Atteya R, El-Khamisy SF (2015) 
Topoisomerase-mediated chromosomal break repair: 
an emerging player in many games. Nat Rev Cancer 
15:137–151

 12. Boiteux S, Jinks-Robertson S (2013) DNA repair 
mechanisms and the bypass of DNA damage in 
Saccharomyces cerevisiae. Genetics 193:1025–1064

 13. Labib K, De Piccoli G (2011) Surviving chromo-
some replication: the many roles of the S-phase 
checkpoint pathway. Philos Trans R Soc B Biol Sci 
366:3554–3561

 14. Beach D, Durkacz B, Nurse P (1982) Functionally 
homologous cell cycle control genes in budding and 
fission yeast. Nature 300:706–709

 15. Nurse P (2002) Cyclin dependent kinases and 
cell cycle control (nobel lecture). Chembiochem 
3:596–603

 16. Lee MG, Nurse P (1987) Complementation used to 
clone a human homologue of the fission yeast cell 
cycle control gene cdc2. Nature 327:31–35

 17. Nurse P (1990) Universal control mechanism regu-
lating onset of M-phase. Nature 344:503–508

 18. Bartek J, Lukas C, Lukas J (2004) Checking on 
DNA damage in S phase. Nat Rev Mol Cell Biol 
5:792–804

 19. Merrick CJ, Jackson D, Diffley JF (2004) 
Visualization of altered replication dynamics 
after DNA damage in human cells. J Biol Chem 
279:20067–20075

 20. Melo J, Toczyski D (2002) A unified view of the 
DNA-damage checkpoint. Curr Opin Cell Biol 
14:237–245

 21. Maréchal A, Zou L (2013) DNA damage sensing 
by the ATM and ATR kinases. Cold Spring Harb 
Perspect Biol 5

 22. Weinert TA, Kiser GL, Hartwell LH (1994) Mitotic 
checkpoint genes in budding yeast and the depen-
dence of mitosis on DNA replication and repair. 
Genes Dev 8:652–665

 23. Kato R, Ogawa H (1994) An essential gene, ESR1, 
is required for mitotic cell growth, DNA repair and 
meiotic recombination in Saccharomyces cerevisiae. 
Nucleic Acids Res 22:3104–3112

A.A. Abugable et al.



171

 24. Lustig AJ, Petes TD (1986) Identification of yeast 
mutants with altered telomere structure. Proc Natl 
Acad Sci U S A 83:1398–1402

 25. Keith CT, Schreiber SL (1995) PIK-related kinases: 
DNA repair, recombination, and cell cycle check-
points. Science 270:50–51

 26. Jackson SP (1996) The recognition of DNA damage. 
Curr Opin Genet Dev 6:19–25

 27. Greenwell PW et al (1995) TEL1, a gene involved 
in controlling telomere length in S. cerevisiae, is 
homologous to the human ataxia telangiectasia gene. 
Cell 82:823–829

 28. Morrow DM, Tagle DA, Shiloh Y, Collins FS, Hieter 
P (1995) TEL1, an S. cerevisiae homolog of the 
human gene mutated in ataxia telangiectasia, is func-
tionally related to the yeast checkpoint gene MEC1. 
Cell 82:831–840

 29. Foiani M et al (2000) DNA damage checkpoints and 
DNA replication controls in Saccharomyces cerevi-
siae. Mutat Res 451:187–196

 30. Elledge SJ (1996) Cell cycle checkpoints: prevent-
ing an identity crisis. Science 274:1664–1672

 31. Cimprich KA, Shin TB, Keith CT, Schreiber SL 
(1996) cDNA cloning and gene mapping of a candi-
date human cell cycle checkpoint protein. Proc Natl 
Acad Sci U S A 93:2850–2855

 32. Walworth N, Davey S, Beach D (1993) Fission yeast 
chk1 protein kinase links the rad checkpoint path-
way to cdc2. Nature 363:368–371

 33. Sanchez Y et al (1997) Conservation of the Chk1 
checkpoint pathway in mammals: linkage of DNA 
damage to Cdk regulation through Cdc25. Science 
277:1497–1501

 34. Game JC, Mortimer RK (1974) A genetic study of 
X-ray sensitive mutants in yeast. Mutat Res Fundam 
Mol Mech Mutagen 24:281–292

 35. Zheng P et al (1993) SPK1 is an essential S-phase- 
specific gene of Saccharomyces cerevisiae that 
encodes a nuclear serine/threonine/tyrosine kinase. 
Mol Cell Biol 13:5829–5842

 36. Allen JB, Zhou Z, Siede W, Friedberg EC, Elledge 
SJ (1994) The SAD1/RAD53 protein kinase controls 
multiple checkpoints and DNA damage-induced 
transcription in yeast. Genes Dev 8:2401–2415

 37. Lopes M et al (2001) The DNA replication check-
point response stabilizes stalled replication forks. 
Nature 412:557–561

 38. Matsuoka S, Huang M, Elledge SJ (1998) Linkage 
of ATM to cell cycle regulation by the Chk2 protein 
kinase. Science 282:1893–1897

 39. Savitsky K et al (1995) A single ataxia telangiectasia 
gene with a product similar to PI-3 kinase. Science 
268:1749–1753

 40. Shiloh Y (2003) ATM: ready, set, go. Cell Cycle 
2:116–117

 41. Shiloh Y (2003) ATM and related protein kinases: 
safeguarding genome integrity. Nat Rev Cancer 
3:155–168

 42. Kastan MB et al (1992) A mammalian cell cycle 
checkpoint pathway utilizing p53 and GADD45 is 
defective in ataxia-telangiectasia. Cell 71:587–597

 43. Kuhne M et al (2004) A double-strand break repair 
defect in ATM-deficient cells contributes to radio-
sensitivity. Cancer Res 64:500–508

 44. Painter RB, Young BR (1980) Radiosensitivity in 
ataxia-telangiectasia: a new explanation. Proc Natl 
Acad Sci U S A 77:7315–7317

 45. Shiloh Y, Kastan MB (2001) ATM: genome stability, 
neuronal development, and cancer cross paths. Adv 
Cancer Res 83:209–254

 46. Lee P et al (2013) SMRT compounds abrogate cel-
lular phenotypes of ataxia telangiectasia in neural 
derivatives of patient-specific hiPSCs. Nat Commun 
4:1824

 47. Cha RS, Kleckner N (2002) ATR homolog Mec1 
promotes fork progression, thus averting breaks in 
replication slow zones. Science 297:602–606

 48. O’Driscoll M, Ruiz-Perez VL, Woods CG, Jeggo 
PA, Goodship JA (2003) A splicing mutation affect-
ing expression of ataxia-telangiectasia and Rad3- 
related protein (ATR) results in Seckel syndrome. 
Nat Genet 33:497–501

 49. Scalet D et al (2017) Exploring splicing-switching 
molecules for Seckel Syndrome Therapy. Biochim 
Biophys Acta Mol basis Dis 1863:15–20

 50. Mu K et al (2011) Detection of CHK1 and CCND1 
gene copy number changes in breast cancer with 
dual-colour fluorescence in-situ hybridization. 
Histopathology 58:601–607

 51. Arora S et al (2010) RNAi screening of the kinome 
identifies modulators of cisplatin response in ovarian 
cancer cells. Gynecol Oncol 118:220–227

 52. Bennett CN et al (2012) Cross-species genomic and 
functional analyses identify a combination therapy 
using a CHK1 inhibitor and a ribonucleotide reduc-
tase inhibitor to treat triple-negative breast cancer. 
Breast Cancer Res 14:R109

 53. Cole KA et al (2011) RNAi screen of the protein 
kinome identifies checkpoint kinase 1 (CHK1) as a 
therapeutic target in neuroblastoma. Proc Natl Acad 
Sci U S A 108:3336–3341

 54. Zhang Y, Hunter T (2014) Roles of Chk1 in cell biol-
ogy and cancer therapy. Int J Cancer 134:1013–1023

 55. Lecona E, Fernández-Capetillo O (2014) Replication 
stress and cancer: it takes two to tango. Exp Cell Res 
329:26–34

 56. Brooks K et al (2012) A potent Chk1 inhibitor is 
selectively cytotoxic in melanomas with high levels 
of replicative stress. Oncogene 32:1–9

 57. Carrassa L, Damia G (2011) Unleashing Chk1 in 
cancer therapy. Cell Cycle 10:2121–2128

 58. Maugeri-Sacca M, Bartucci M, De Maria R (2013) 
Checkpoint kinase 1 inhibitors for potentiating 
systemic anticancer therapy. Cancer Treat Rev 
39:525–533

 59. Antoni L, Sodha N, Collins I, Garrett MD (2007) 
CHK2 kinase: cancer susceptibility and cancer ther-
apy – two sides of the same coin? Nat Rev Cancer 
7:925–936

 60. Ding L et al (2008) Somatic mutations affect 
key pathways in lung adenocarcinoma. Nature 
455:1069–1075

9 Personalised Medicine: Genome Maintenance Lessons Learned from Studies in Yeast as a Model…



172

 61. Jiang H et al (2009) The combined status of ATM 
and p53 link tumor development with therapeutic 
response. Genes Dev 23:1895–1909

 62. Salimi M, Mozdarani H, Majidzadeh K (2012) 
Expression pattern of ATM and cyclin D1 in ductal 
carcinoma, normal adjacent and normal breast tis-
sues of Iranian breast cancer patients. Med Oncol 
29:1502–1509

 63. Haidar MA et al (2000) ATM gene deletion in 
patients with adult acute lymphoblastic leukemia. 
Cancer 88:1057–1062

 64. Biankin AV et al (2012) Pancreatic cancer genomes 
reveal aberrations in axon guidance pathway genes. 
Nature 491:399–405

 65. Ripolles L et al (2006) Genetic abnormalities and 
clinical outcome in chronic lymphocytic leukemia. 
Cancer Genet Cytogenet 171:57–64

 66. Kim DS et al (2009) Epigenetic inactivation of 
checkpoint kinase 2 gene in non-small cell lung 
cancer and its relationship with clinicopathological 
features. Lung Cancer 65:247–250

 67. Zhang P et al (2004) CHK2 kinase expression is 
down-regulated due to promoter methylation in non- 
small cell lung cancer. Mol Cancer 3:14

 68. Ertych N et al (2014) Increased microtubule assem-
bly rates influence chromosomal instability in 
colorectal cancer cells. Nat Cell Biol 16:779–791

 69. Bell DW et al (1999) Heterozygous germ line 
hCHK2 mutations in Li-Fraumeni syndrome. 
Science 286:2528–2531

 70. Shaag A et al (2005) Functional and genomic 
approaches reveal an ancient CHEK2 allele asso-
ciated with breast cancer in the Ashkenazi Jewish 
population. Hum Mol Genet 14:555–563

 71. Bartkova J et al (2005) DNA damage response as a 
candidate anti-cancer barrier in early human tumori-
genesis. Nature 434:864–870

 72. Mahajan K et al (2012) Ack1-mediated androgen 
receptor phosphorylation modulates radiation resis-
tance in castration-resistant prostate cancer. J Biol 
Chem 287:22112–22122

 73. Alkema NG et al (2014) Checkpoint kinase 2 (Chk2) 
supports sensitivity to platinum-based treatment in 
high grade serous ovarian cancer. Gynecol Oncol 
133:591–598

 74. DiTullio RA et al (2002) 53BP1 functions in an 
ATM-dependent checkpoint pathway that is con-
stitutively activated in human cancer. Nat Cell Biol 
4:998–1002

 75. Lainchbury M et al (2012) Discovery of 3- alkoxya
mino- 5-(pyridin-2-ylamino)pyrazine-2-carbonitriles 
as selective, orally bioavailable CHK1 inhibitors. 
J Med Chem 55:10229–10240

 76. Wang F-Z et al (2014) The checkpoint 1 kinase 
inhibitor LY2603618 induces cell cycle arrest, DNA 
damage response and autophagy in cancer cells. 
Apoptosis 19:1389–1398

 77. Davies KD et al (2011) Single-agent inhibition of 
Chk1 is antiproliferative in human cancer cell lines 
in vitro and inhibits tumor xenograft growth in vivo. 

Oncol Res Featuring Preclinical Clin Cancer Ther 
19:349–363

 78. Foote KM et al (2013) Discovery of 4-{4-[(3 R )- 
3-Methylmorpholin-4-yl]-6-[1-(methylsulfonyl)
cyclopropyl]pyrimidin-2-yl}-1 H -indole (AZ20): a 
potent and selective inhibitor of ATR protein kinase 
with monotherapy in vivo antitumor activity. J Med 
Chem 56:2125–2138

 79. Golding SE et al (2009) Improved ATM kinase 
inhibitor KU-60019 radiosensitizes glioma cells, 
compromises insulin, AKT and ERK prosurvival 
signaling, and inhibits migration and invasion. Mol 
Cancer Ther 8:2894–2902

 80. Golding SE et al (2012) Dynamic inhibition of ATM 
kinase provides a strategy for glioblastoma multi-
forme radiosensitization and growth control. Cell 
Cycle 11:1167–1173

 81. Biddlestone-Thorpe L et al (2013) ATM kinase inhi-
bition preferentially sensitizes p53-mutant glioma to 
ionizing radiation. Clin Cancer Res 19:3189–3200

 82. Roossink F et al (2011) The role of ATM and 53BP1 
as predictive markers and therapeutic targets in cer-
vical cancer. Int J Gynecol Cancer 21:S196

 83. Hickson I et al (2004) Identification and character-
ization of a novel and specific inhibitor of the ataxia- 
telangiectasia mutated kinase ATM. Cancer Res 
64:9152–9159

 84. Vecchio D et al (2015) Pharmacokinetics, phar-
macodynamics and efficacy on pediatric tumors of 
the glioma radiosensitizer KU60019. Int J Cancer 
136:1445–1457

 85. Pires IM et al (2012) Targeting radiation-resistant 
hypoxic tumour cells through ATR inhibition. Br 
J Cancer 107:291–299

 86. Fokas E et al (2012) Targeting ATR in vivo using 
the novel inhibitor VE-822 results in selective sensi-
tization of pancreatic tumors to radiation. Cell Death 
Dis 3:e441

 87. Charrier JD et al (2011) Discovery of potent and 
selective inhibitors of ataxia telangiectasia mutated 
and Rad3 related (ATR) protein kinase as potential 
anticancer agents. J Med Chem 54:2320–2330

 88. Yang H et al (2011) Inhibition of checkpoint kinase 
1 sensitizes lung cancer brain metastases to radio-
therapy. Biochem Biophys Res Commun 406:53–58

 89. Jobson AG et al (2009) Cellular inhibition of 
checkpoint kinase 2 (Chk2) and potentiation of 
camptothecins and radiation by the novel Chk2 
inhibitor PV1019 [7-nitro-1H-indole-2-carboxylic 
acid {4-[1-(guanidinohydrazone)-ethyl]-phenyl}-
amide]. J Pharmacol Exp Ther 331:816–826

 90. Kleiman LB, Krebs AM, Kim SY, Hong TS, Haigis 
KM (2013) Comparative analysis of radiosensitizers 
for K-RAS mutant rectal cancers. PLoS One 8

 91. Riesterer O et al (2011) A novel Chk inhibitor, 
XL-844, increases human cancer cell radiosensi-
tivity through promotion of mitotic catastrophe. 
Investig New Drugs 29:514–522

 92. Mitchell JB et al (2010) In vitro and in vivo radia-
tion sensitization of human tumor cells by a novel 

A.A. Abugable et al.



173

checkpoint kinase inhibitor, AZD7762. Clin Cancer 
Res 16:2076–2084

 93. Morgan MA et al (2010) Mechanism of radiosensi-
tization by the Chk1/2 inhibitor AZD7762 involves 
abrogation of the G2 checkpoint and inhibition of 
homologous recombinational DNA repair. Cancer 
Res 70:4972–4981

 94. Borst GR et al (2013) Targeted radiosensitization by 
the Chk1 inhibitor SAR-020106. Int J Radiat Oncol 
Biol Phys 85:1110–1118

 95. Rawlinson R, Massey AJ (2014) γH2AX and Chk1 
phosphorylation as predictive pharmacodynamic 
biomarkers of Chk1 inhibitor-chemotherapy combi-
nation treatments. BMC Cancer 14:483

 96. Höglund A et al (2011) Therapeutic implications for 
the induced levels of Chk1 in Myc-expressing can-
cer cells. Clin Cancer Res 17:7067–7079

 97. Manic G, Obrist F, Sistigu A, Vitale I (2015) Trial 
watch: targeting ATM-CHK2 and ATR-CHK1 
pathways for anticancer therapy. Mol Cell Oncol 
2:e1012976

 98. Krajewska M et al (2015) ATR inhibition preferen-
tially targets homologous recombination-deficient 
tumor cells. Oncogene 34:3474–3481

 99. Rainey MD, Charlton ME, Stanton RV, Kastan MB 
(2008) Transient inhibition of ATM kinase is suffi-
cient to enhance cellular sensitivity to ionizing radia-
tion. Cancer Res 68:7466–7474

 100. Hall AB et al (2014) Potentiation of tumor responses 
to DNA damaging therapy by the selective ATR 
inhibitor VX-970. Oncotarget 5:5674–5685

 101. Kwok M et al (2016) ATR inhibition induces syn-
thetic lethality and overcomes chemoresistance in 
TP53- or ATM-defective chronic lymphocytic leuke-
mia cells. Blood 127:582–595

 102. Patel R et al (2017) An orally bioavailable Chk1 
inhibitor, CCT244747, sensitizes bladder and head 
and neck cancer cell lines to radiation. Radiother 
Oncol 400:2–7

 103. Liu R et al (2017) The depletion of ATM inhibits 
colon cancer proliferation and migration via B56γ2- 
mediated Chk1/p53/CD44 cascades. Cancer Lett 
390:48–57

 104. Bryant HE, Helleday T (2006) Inhibition of poly 
(ADP-ribose) polymerase activates ATM which is 
required for subsequent homologous recombination 
repair. Nucleic Acids Res 34:1685–1691

 105. Gilardini Montani MS et al (2013) ATM-depletion 
in breast cancer cells confers sensitivity to PARP 
inhibition. J Exp Clin Cancer Res 32:95

 106. Williamson CT et al (2010) ATM deficiency sen-
sitizes mantle cell lymphoma cells to poly(ADP- 
ribose) polymerase-1 inhibitors. Mol Cancer Ther 
9:347–357

 107. Höglund A, Strömvall K, Li Y, Forshell LP, Nilsson 
JA (2011) Chk2 deficiency in Myc overexpressing 
lymphoma cells elicits a synergistic lethal response 
in combination with PARP inhibition. Cell Cycle 
10:3598–3607

 108. Nguyen TNT et al (2012) Radioprotection by 
hymenialdisine- derived checkpoint kinase 2 inhibi-
tors. ACS Chem Biol 7:172–184

 109. Arienti KL et al (2005) Checkpoint kinase inhibitors: 
SAR and radioprotective properties of a series of 
2-arylbenzimidazoles. J Med Chem 48:1873–1885

 110. Benada J, Macurek L, Heyer W-D, Helleday T, 
Hanaoka F (2015) Targeting the checkpoint to kill 
cancer cells. Biomol Ther 5:1912–1937

 111. Wang J, Han X, Zhang Y (2012) Autoregulatory 
mechanisms of phosphorylation of checkpoint 
kinase 1. Cancer Res 72:3786–3794

 112. Daud AI et al (2015) Phase I dose-escalation trial 
of checkpoint kinase 1 inhibitor MK-8776 as 
 monotherapy and in combination with gemcitabine 
in patients with advanced solid tumors. J Clin Oncol 
33:1060–1066

 113. Dees EC et al (2005) A phase I and pharmacoki-
netic study of short infusions of UCN-01 in patients 
with refractory solid tumors. Clin Cancer Res 
11:664–671

 114. Shapiro G et al (2011) Phase I studies of CBP501, 
a G2 checkpoint abrogator, as monotherapy and in 
combination with cisplatin in patients with advanced 
solid tumors. Clin Cancer Res 17:3431–3442

 115. Wickremsinhe ER et al (2014) Disposition and 
metabolism of LY2603618, a Chk-1 inhibitor fol-
lowing intravenous administration in patients 
with advanced and/or metastatic solid tumors. 
Xenobiotica 44:827–841

 116. Hynes SM et al (2015) Evaluation of the likelihood 
of a selective CHK1 inhibitor (LY2603618) to inhibit 
CYP2D6 with desipramine as a probe substrate in 
cancer patients. Biopharm Drug Dispos 36:49–63

 117. Sausville E et al (2014) Phase I dose-escalation 
study of AZD7762, a checkpoint kinase inhibitor, 
in combination with gemcitabine in US patients 
with advanced solid tumors. Cancer Chemother 
Pharmacol 73:539–549

 118. Pâques F, Haber JE (1999) Multiple pathways of 
recombination induced by double-strand breaks in 
Saccharomyces cerevisiae. Microbiol Mol Biol Rev 
63:349–404

 119. Andersen SL, Sekelsky J (2010) Meiotic versus 
mitotic recombination: two different routes for 
double- strand break repair. BioEssays 32:1058–1066

 120. Jensen RB, Carreira A, Kowalczykowski SC 
(2010) Purified human BRCA2 stimulates RAD51- 
mediated recombination. Nature 467:678–683

 121. Liu J, Doty T, Gibson B, Heyer W-D (2010) Human 
BRCA2 protein promotes RAD51 filament forma-
tion on RPA-covered single-stranded DNA. Nat 
Struct Mol Biol 17:1260–1262

 122. Feng Z et al (2011) Rad52 inactivation is syntheti-
cally lethal with BRCA2 deficiency. Proc Natl Acad 
Sci U S A 108:686–691

 123. Krejci L, Altmannova V, Spirek M, Zhao X (2012) 
Homologous recombination and its regulation. 
Nucleic Acids Res 40:5795–5818

9 Personalised Medicine: Genome Maintenance Lessons Learned from Studies in Yeast as a Model…



174

 124. San Filippo J, Sung P, Klein H (2008) Mechanism 
of eukaryotic homologous recombination. Annu Rev 
Biochem 77:229–257

 125. Symington LS (2002) Role of RAD52 epistasis 
group genes in homologous recombination and 
double-strand break repair. Microbiol Mol Biol Rev 
66:630–670., table of contents

 126. Zhao W et al (2015) Promotion of BRCA2-dependent 
homologous recombination by DSS1 via RPA target-
ing and DNA mimicry. Mol Cell 59:176–187

 127. Mazin AV, Mazina OM, Bugreev DV, Rossi MJ 
(2010) Rad54, the motor of homologous recombina-
tion. DNA Repair 9:286–302

 128. Resnick MA, Martin P (1976) The repair of double- 
strand breaks in the nuclear DNA of Saccharomyces 
cerevisiae and its genetic control. MGG Mol Gen 
Genet 143:119–129

 129. Ho KS (1975) Induction of DNA double-strand 
breaks by X-rays in a radiosensitive strain of 
the yeast Saccharomyces cerevisiae. Mutat Res 
30:327–334

 130. Mowat MRA (1979) Repair of γ-ray induced 
DNA strand breaks in radiation sensitive mutants 
of yeast. at http://inis.iaea.org/Search/search.
aspx?orig_q=RN:14719298

 131. Prakash L, Taillon-Miller P (1981) Effects of the 
rad52 gene on sister chromatid recombination in 
Saccharomyces cerevisiae. Curr Genet 3:247–250

 132. Prakash S, Prakash L, Burke W, Montelone BA 
(1980) Effects of the RAD52 gene on recombination 
in Saccharomyces cerevisiae. Genetics 94:31 LP–31 
50

 133. Shinohara A, Ogawa H, Ogawa T (1992) Rad51 
protein involved in repair and recombination in S. 
cerevisiae is a RecA-like protein. Cell 69:457–470

 134. Ivanov EL, Korolev VG, Fabre F (1992) XRS2, a 
DNA repair gene of Saccharomyces cerevisiae, 
is needed for meiotic recombination. Genetics 
132:651–664

 135. Ajimura M, Leem S-H, Ogawa H (1993) 
Identification of new genes required for mei-
otic recombination in Saccharomyces cerevisiae. 
Genetics 133:51–66

 136. Shinohara A et al (1993) Cloning of human, mouse 
and fission yeast recombination genes homologous 
to RAD51 and recA. Nat Genet 4:239–243

 137. Muris DF et al (1994) Cloning of human and mouse 
genes homologous to RAD52, a yeast gene involved 
in DNA repair and recombination. Mutat Res 
315:295–305

 138. Johzuka K, Ogawa H (1995) Interaction of Mre11 
and Rad50: two proteins required for DNA repair and 
meiosis-specific double-strand break formation in 
Saccharomyces cerevisiae. Genetics 139:1521–1532

 139. Hays SL, Firmenich AA, Berg P (1995) Complex 
formation in yeast double-strand break repair: par-
ticipation of Rad51, Rad52, Rad55, and Rad57 pro-
teins. Proc Natl Acad Sci U S A 92:6925–6929

 140. Jiang H et al (1996) Direct association between the 
yeast Rad51 and Rad54 recombination proteins. 
J Biol Chem 271:33181–33186

 141. Petrini JHJ et al (1995) Isolation and characteriza-
tion of the human MRE11 homolog. Genomics 
29:80–86

 142. Dolganov GM et al (1996) Human Rad50 is physi-
cally associated with human Mre11: identification of a 
conserved multiprotein complex implicated in recom-
binational DNA repair. Mol Cell Biol 16:4832–4841

 143. Varon R et al (1998) Nibrin, a novel DNA double- 
strand break repair protein, is mutated in Nijmegen 
breakage syndrome. Cell 93:467–476

 144. Borde V (2007) The multiple roles of the Mre11 
complex for meiotic recombination. Chromosom 
Res 15:551–563

 145. Rass E et al (2009) Role of Mre11 in chromosomal 
nonhomologous end joining in mammalian cells. 
Nat Struct Mol Biol 16:819–824

 146. Sung P (1997) Communications: function of yeast 
Rad52 protein as a function of yeast Rad52 pro-
tein as a mediator between. 1–5. doi:10.1074/
jbc.272.45.28194

 147. Sung P (1997) Yeast Rad55 and Rad57 proteins form 
a heterodimer that functions with replication pro-
tein A to promote DNA strand exchange by Rad51 
recombinase. Genes Dev 11:1111–1121

 148. Benson FE, Baumann P, West SC (1998) Synergistic 
actions of Rad51 and Rad52 in recombination and 
DNA repair. Nature 391:401–404

 149. Stein A, Kalifa L, Sia EA (2015) Members of the 
RAD52 epistasis group contribute to mitochondrial 
homologous recombination and double-strand break 
repair in Saccharomyces cerevisiae. PLoS Genet 
11:1–20

 150. Waltes R et al (2009) Human RAD50 deficiency in 
a Nijmegen breakage syndrome-like disorder. Am 
J Hum Genet 84:605–616

 151. Damiola F et al (2014) Rare key functional domain 
missense substitutions in MRE11A, RAD50, and 
NBN contribute to breast cancer susceptibility: results 
from a Breast Cancer Family Registry case- control 
mutation-screening study. Breast Cancer Res 16:R58

 152. Heikkinen K (2003) Mutation screening of Mre11 
complex genes: indication of RAD50 involvement 
in breast and ovarian cancer susceptibility. J Med 
Genet 40:131e–1131

 153. Heikkinen K et al (2006) RAD50 and NBS1 are 
breast cancer susceptibility genes associated with 
genomic instability. Carcinogenesis 27:1593–1599

 154. Zheng J et al (2011) Functional NBS1 polymor-
phism is associated with occurrence and advanced 
disease status of nasopharyngeal carcinoma. Mol 
Carcinog 50:689–696

 155. Loveday C et al (2011) Germline mutations in 
RAD51D confer susceptibility to ovarian cancer. 
Nat Genet 43:879–882

 156. Meindl A et al (2010) Germline mutations in breast 
and ovarian cancer pedigrees establish RAD51C 
as a human cancer susceptibility gene. Nat Genet 
42:410–414

 157. Kalvala A et al (2014) Overexpression of Rad51C 
splice variants in colorectal tumors. Oncotarget 
6:1–11

A.A. Abugable et al.

http://inis.iaea.org/Search/search.aspx?orig_q=RN:14719298>
http://inis.iaea.org/Search/search.aspx?orig_q=RN:14719298>


175

 158. Depienne C et al (2012) RAD51 haploinsufficiency 
causes congenital mirror movements in humans. Am 
J Hum Genet 90:301–307

 159. Han H et al (2002) Identification of differentially 
expressed genes in pancreatic cancer cells using 
cDNA microarray. Cancer Res 62:2890–2896

 160. Nagathihalli NS, Nagaraju G (2011) RAD51 as a 
potential biomarker and therapeutic target for pan-
creatic cancer. Biochim Biophys Acta – Rev Cancer 
1816:209–218

 161. Tennstedt P et al (2013) RAD51 overexpression is a 
negative prognostic marker for colorectal adenocar-
cinoma. Int J Cancer 132:2118–2126

 162. Qiao G-B et al (2005) High-level expression of 
Rad51 is an independent prognostic marker of sur-
vival in non-small-cell lung cancer patients. Br 
J Cancer 93:137–143

 163. Hannay JAF et al (2007) Rad51 overexpression 
contributes to chemoresistance in human soft tissue 
sarcoma cells: a role for p53/activator protein 2 tran-
scriptional regulation. Mol Cancer Ther 6:1650–1660

 164. Lim DS, Hasty P (1996) A mutation in mouse rad51 
results in an early embryonic lethal that is suppressed 
by a mutation in p53. Mol Cell Biol 16:7133–7143

 165. Alagpulinsa DA, Ayyadevara S, Shmookler Reis RJ 
(2014) A small-molecule inhibitor of RAD51 reduces 
homologous recombination and sensitizes multiple 
myeloma cells to doxorubicin. Front Oncol 4:289

 166. Huang F, Mazin AV (2014) A small molecule inhibi-
tor of human RAD51 potentiates breast cancer cell 
killing by therapeutic agents in mouse xenografts. 
PLoS One 9

 167. Ito M et al (2005) Rad51 siRNA delivered by HVJ 
envelope vector enhances the anti-cancer effect of 
cisplatin. J Gene Med 7:1044–1052

 168. Lai T-H et al (2016) HDAC inhibition induces 
MicroRNA-182, which targets RAD51 and impairs 
HR tepair to sensitize cells to sapacitabine in 
acute myelogenous leukemia. Clin Cancer Res 
22:3537–3549

 169. Russell JS et al (2003) Gleevec-mediated inhibition 
of Rad51 expression and enhancement of tumor cell 
radiosensitivity. Cancer Res 63:7377–7383

 170. Tsai M-S, Kuo Y-H, Chiu Y-F, Su Y-C, Lin Y-W 
(2010) Down-regulation of Rad51 expression over-
comes drug resistance to gemcitabine in human non- 
small- cell lung cancer cells. J Pharmacol Exp Ther 
335:830–840

 171. Quiros S, Roos WP, Kaina B (2011) Rad51 and 
BRCA2-New molecular targets for sensitizing gli-
oma cells to alkylating anticancer drugs. PLoS One 
6:e27183

 172. Kim PM, Allen C, Wagener BM, Shen Z, Nickoloff 
JA (2001) Overexpression of human RAD51 and 
RAD52 reduces double-strand break-induced 
homologous recombination in mammalian cells. 
Nucleic Acids Res 29:4352–4360

 173. Mason JM et al (2014) The rad51-stimulatory com-
pound rs-1 can exploit the rad51 overexpression 

that exists in cancer cells and tumors. Cancer Res 
74:3546–3555

 174. Siraj AK et al (2008) RAD52 polymorphisms con-
tribute to the development of papillary thyroid 
cancer susceptibility in Middle Eastern population. 
J Endocrinol Investig 31:893–899

 175. Gonzalez R et al (1999) Detection of loss of hetero-
zygosity at RAD51, RAD52, RAD54 and BRCA1 
and BRCA2 loci in breast cancer: pathological cor-
relations. Br J Cancer 81:503

 176. Lieberman R et al (2015) Functional characteriza-
tion of RAD52 as a lung cancer susceptibility gene 
in the 12p13. 33 locus. Mol Carcinog

 177. Jiang Y et al (2013) Genetic variation in a hsa-let-7 
binding site in RAD52 is associated with breast can-
cer susceptibility. Carcinogenesis 34:689–693

 178. Feng Z et al (2011) Rad52 inactivation is syntheti-
cally lethal with BRCA2 deficiency. Proc Natl Acad 
Sci 108:686–691

 179. Sullivan K et al (2016) Identification of a Small 
Molecule Inhibitor of RAD52 by Structure-Based 
Selection. PLoS One 11:e0147230

 180. Huang F et al (2016) Targeting BRCA1- and 
BRCA2-deficient cells with RAD52 small molecule 
inhibitors. Nucleic Acids Res 44:gkw087

 181. Sullivan K et al (2015) Identification of a Small 
Molecule Inhibitor of RAD52 to Induce Synthetic 
Lethality in BRCA-Deficient Leukemias. Blood 
126:4434

 182. Zha S et al (2011) ATM damage response and XLF 
repair factor are functionally redundant in joining 
DNA breaks. Nature 469:250–254

 183. Woodbine L et al (2013) PRKDC mutations in a 
SCID patient with profound neurological abnormali-
ties. J Clin Invest 123:2969–2980

 184. Helmink BA, Sleckman BP (2012) The response to 
and repair of RAG-mediated DNA double-strand 
breaks. Annu Rev Immunol 30:175–202

 185. Hefferin ML, Tomkinson AE (2005) Mechanism of 
DNA double-strand break repair by non- homologous 
end joining. DNA Repair 4:639–648

 186. Davis AJ, Chen DJ (2013) DNA double strand break 
repair via non-homologous end-joining. Transl 
Cancer Res 2:130–143

 187. Zhang Z et al (2004) Solution structure of the 
C-terminal domain of Ku80 suggests important 
sites for protein-protein interactions. Structure 
12:495–502

 188. Weterings E, Van Gent DC (2004) The mechanism 
of non-homologous end-joining: a synopsis of syn-
apsis. DNA Repair 3:1425–1435

 189. Bernstein NK et al (2005) The molecular architec-
ture of the mammalian DNA repair enzyme, poly-
nucleotide kinase. Mol Cell 17:657–670

 190. Ma Y, Pannicke U, Schwarz K, Lieber MR (2002) 
Hairpin opening and overhang processing by an 
Artemis/DNA-dependent protein kinase complex in 
nonhomologous end joining and V(D)J recombina-
tion. Cell 108:781–794

9 Personalised Medicine: Genome Maintenance Lessons Learned from Studies in Yeast as a Model…



176

 191. Perry JJP et al (2006) WRN exonuclease struc-
ture and molecular mechanism imply an editing 
role in DNA end processing. Nat Struct Mol Biol 
13:414–422

 192. Wang C, Lees-Miller SP (2013) Detection and 
repair of ionizing radiation-induced dna double 
strand breaks: new developments in nonhomolo-
gous end joining. Int J Radiat Oncol Biol Phys 
86:440–449

 193. Johnston LH, Nasmyth KIMA (1978) Saccharomyces 
cerevisiae cell cycle mutant cdc9 is defective in 
DNA ligase. Nature 274:891–893

 194. Robins P, Lindahl T (1996) DNA ligase IV from 
HeLa cell nuclei. J Biol Chem 271:24257–24261

 195. Wei YF et al (1995) Molecular cloning and expres-
sion of human cDNAs encoding a novel DNA 
ligase IV and DNA ligase III, an enzyme active 
in DNA repair and recombination. Mol Cell Biol 
15:3206–3216

 196. Tomkinson AE, Roberts E, Daly G, Totty NF, 
Lindahl T (1991) Three distinct DNA ligases in 
mammalian cells. J Biol Chem 266:21728–21735

 197. Teo S, Jackson SP (1997) Identification of 
Saccharomyces cerevisiae DNA ligase IV: involve-
ment in DNA double-strand break repair. EMBO 
J. 16:4788 LP–4784795

 198. Grawunder U et al (1997) Activity of DNA ligase 
IV stimulated by complex formation with XRCC4 
protein in mammalian cells. Nature 388:492–495

 199. Ahnesorg P, Smith P, Jackson SP (2006) XLF inter-
acts with the XRCC4-DNA Ligase IV complex to 
promote DNA nonhomologous end-joining. Cell 
124:301–313

 200. Lazzerini-Denchi E, Sfeir A (2016) Stop pulling 
my strings-what telomeres taught us about the DNA 
damage response. Nat Rev Mol Cell Biol 17

 201. O’Driscoll M et al (2001) DNA ligase IV mutations 
identified in patients exhibiting developmental delay 
and immunodeficiency. Mol Cell 8:1175–1185

 202. Chistiakov D, Ligase A (2010) IV syndrome. Adv 
Exp Med Biol 685:175–185

 203. Riballo E et al (1999) Identification of a defect in 
DNA ligase IV in a radiosensitive leukaemia patient. 
Curr Biol 9:699–702

 204. Riballo E et al (2001) Cellular and biochemi-
cal impact of a mutation in DNA ligase IV con-
ferring clinical radiosensitivity. J Biol Chem 
276:31124–31132

 205. Bryans M, Valenzano MC, Stamato TD (1999) 
Absence of DNA ligase IV protein in XR-1 cells: 
evidence for stabilization by XRCC4. Mutat Res – 
DNA Repair 433:53–58

 206. Altmann T, Gennery AR (2016) DNA ligase IV syn-
drome; a review. Orphanet J Rare Dis 11:137

 207. Shackelford DA (2006) DNA end joining activity 
is reduced in Alzheimer’s disease. Neurobiol Aging 
27:596–605

 208. Kanungo J (2016) DNA-PK deficiency in Alzheimer’s 
disease. J Neurol Neuromedicine 1:17–22

 209. Cipe FE et al (2014) Cernunnos/XLF deficiency: a 
syndromic primary immunodeficiency. Case Rep 
Pediatr 2014:614238

 210. Brady N, Gaymes TJ, Cheung M, Mufti GJ, Rassool 
FV (2003) Increased error-prone NHEJ activity in 
myeloid leukemias is associated with DNA damage 
at sites that recruit key nonhomologous end-joining 
proteins. Cancer Res 63:1798–1805

 211. Pascale RM et al (2016) DNA-PKcs: a promising 
therapeutic target in human hepatocellular carci-
noma? DNA Repair 47:12–20

 212. Cornell L et al (2015) DNA-PK- A candidate driver 
of hepatocarcinogenesis and tissue biomarker that 
predicts response to treatment and survival. Clin 
Cancer Res 21:925–933

 213. Munck JM et al (2012) Chemosensitization of cancer 
cells by KU-0060648, a dual inhibitor of DNA-PK 
and PI-3K. Mol Cancer Ther 11:1789–1798

 214. Velic D et al (2015) DNA damage signalling and 
repair inhibitors: the long-sought-after Achilles’ 
heel of cancer. Biomol Ther 5:3204–3259

 215. Beskow C et al (2009) Radioresistant cervical can-
cer shows upregulation of the NHEJ proteins DNA- 
PKcs, Ku70 and Ku86. Br J Cancer 101:816–821

 216. Sallmyr A, Tomkinson AE, Rassool FV (2008) 
Up-regulation of WRN and DNA ligase IIIalpha in 
chronic myeloid leukemia: consequences for the repair 
of DNA double-strand breaks. Blood 112:1413–1423

 217. Tomkinson AE, Howes TRL, Wiest NE (2013) DNA 
ligases as therapeutic targets. Transl Cancer Res 
2:203–214

 218. Leong T, Chao M, Bassal S, McKay M (2003) 
Radiation-hypersensitive cancer patients do not 
manifest protein expression abnormalities in com-
ponents of the nonhomologous end-joining (NHEJ) 
pathway. Br J Cancer 88:1251–1255

 219. Zhong S et al (2008) Identification and validation of 
human DNA ligase inhibitors using computer-aided 
drug design. J Med Chem 51:4553–4562

 220. Srivastava M et al (2012) An inhibitor of nonho-
mologous end-joining abrogates double-strand 
break repair and impedes cancer progression. Cell 
151:1474–1487

 221. Wang JC (1971) Interaction between DNA and 
an Escherichia coli protein omega. J Mol Biol 
55:523–533

 222. Champoux JJ, Dulbecco R (1972) An activity from 
mammalian cells that untwists superhelical DNA – 
a possible swivel for DNA replication (polyoma- 
ethidium bromide-mouse-embryo cells-dye binding 
assay). Proc Natl Acad Sci U S A 69:143–146

 223. Pommier Y (2013) Drugging topoisomerases: les-
sons and challenges. ACS Chem Biol. doi:10.1021/
cb300648v

 224. Wang JC (2002) Cellular roles of DNA topoisomer-
ases: a molecular perspective. Nat Rev Mol Cell Biol 
3:430–440

 225. Nitiss JL, Wang JC (1996) Mechanisms of cell kill-
ing by drugs that trap covalent complexes between 

A.A. Abugable et al.

http://dx.doi.org/10.1021/cb300648v
http://dx.doi.org/10.1021/cb300648v


177

DNA topoisomerases and DNA. Mol Pharmacol 
50:1095–1102

 226. Pommier Y et al (2006) Repair of topoisomerase 
I-mediated DNA damage. Prog Nucleic Acid Res 
Mol Biol 81:179–229

 227. Liu LF, Duann P, Lin CT, D’Arpa P, Wu J (1996) 
Mechanism of action of camptothecin. Ann N Y 
Acad Sci 803:44–49

 228. Pommier, Y. et al (2008) Repair of topoisomerase 
I-mediated DNA damage. October 6603, 1–37

 229. Pommier Y, Leo E, Zhang H, Marchand C (2010) 
DNA topoisomerases and their poisoning by antican-
cer and antibacterial drugs. Chem Biol 17:421–433

 230. Pouliot JJ et al (1999) Yeast gene for a Tyr-DNA 
phosphodiesterase that repairs topoisomerase I com-
plexes. Science 286:552–555

 231. Ledesma FC, El Khamisy SF, Zuma MC, Osborn 
K, Caldecott KW (2009) A human 5′-tyrosyl DNA 
phosphodiesterase that repairs topoisomerase- 
mediated DNA damage. Nature 461:674–678

 232. Gao R et al (2014) Proteolytic degradation of 
topoisomerase II (Top2) enables the processing of 
Top2·DNA and Top2·RNA covalent complexes by 
tyrosyl-DNA-phosphodiesterase 2 (TDP2). J Biol 
Chem 289:17960–17969

 233. Alagoz M, Chiang SC, Sharma A, El-Khamisy SF 
(2013) ATM deficiency results in accumulation of 
DNA-topoisomerase I covalent intermediates in neu-
ral cells. PLoS One 8

 234. Stingele J, Schwarz MS, Bloemeke N, Wolf PG, 
Jentsch S (2014) A DNA-dependent protease involved 
in DNA-protein crosslink repair. Cell 158:327–338

 235. Katyal S et al (2014) Aberrant topoisomerase-1 DNA 
lesions are pathogenic in neurodegenerative genome 
instability syndromes. Nat Neurosci 17:813–821

 236. Reczek CR, Szabolcs M, Stark JM, Ludwig T, Baer 
R (2013) The interaction between CtIP and BRCA1 
is not essential for resection-mediated DNA repair or 
tumor suppression. J Cell Biol 201:693–707

 237. Nakamura K et al (2010) Collaborative action of 
Brca1 and CtIP in elimination of covalent modifica-
tions from double-strand breaks to facilitate subse-
quent break repair. PLoS Genet 6

 238. Kim Y et al (2013) Regulation of multiple DNA 
repair pathways by the Fanconi anemia protein. 
Blood J 121:54–63

 239. Makharashvili N et al (2014) Catalytic and noncata-
lytic roles of the CtIP endonuclease in double-strand 
break end resection. Mol Cell 54:1022–1033

 240. Alagoz M, Wells OS, El-Khamisy SF (2014) TDP1 
deficiency sensitizes human cells to base damage via 
distinct topoisomerase I and PARP mechanisms with 
potential applications for cancer therapy. Nucleic 
Acids Res 42:3089–3103

 241. Das BB et al (2014) PARP1-TDP1 coupling for the 
repair of topoisomerase I-induced DNA damage. 
Nucleic Acids Res 42:4435–4449

 242. Berti M et al (2013) Human RECQ1 promotes restart 
of replication forks reversed by DNA topoisomerase 
I inhibition. Nat Struct Mol Biol 20:347–354

 243. Caldecott K, Tyrosyl W (2012) DNA phosphodies-
terase 2, an enzyme fit for purpose. Nat Struct Mol 
Biol 19:1212–1213

 244. Quennet V, Beucher A, Barton O, Takeda S, 
Löbrich M (2011) CtIP and MRN promote non- 
homologous end-joining of etoposide-induced DNA 
double-strand breaks in G1. Nucleic Acids Res 
39:2144–2152

 245. Sartori AA et al (2007) Human CtIP promotes DNA 
end resection. Nature 450:509–514

 246. Heo J et al (2015) TDP1 promotes assembly of 
non-homologous end joining protein complexes on 
DNA. DNA Repair (Amst) 30(28–37)

 247. Yang SW et al (1996) A eukaryotic enzyme that can 
disjoin dead-end covalent complexes between DNA 
and type I topoisomerases. Proc Natl Acad Sci U S 
A 93:11534–11539

 248. Takashima H et al (2002) Mutation of TDP1, encod-
ing a topoisomerase I-dependent DNA damage 
repair enzyme, in spinocerebellar ataxia with axonal 
neuropathy. Nat Genet 32:267–272

 249. Hirano R et al (2007) Spinocerebellar ataxia with 
axonal neuropathy: consequence of a Tdp1 reces-
sive neomorphic mutation? EMBO J 26:4732–4743

 250. El-Khamisy SF, Hartsuiker E, Caldecott KW (2007) 
TDP1 facilitates repair of ionizing radiation-induced 
DNA single-strand breaks. DNA Repair (Amst) 
6:1485–1495

 251. Walker C, Herranz-Martin S, Karyka E, Liao C, 
Lewis K, Elsayed W, Lukashchuk V, Chiang SC, 
Ray S, Mulcahy PJ, Jurga M, Tsagakis I, Iannitti 
T, Chandran J, Coldicott I, De Vos KJ, Hassan 
MK, Higginbottom A, Shaw PJ, Hautbergue GM, 
Azzouz M, El-Khamisy SF (2017) C9orf72 expan-
sion disrupts ATM-mediated chromosomal break 
repair. Nat Neurosci. doi:10.1038/nn.4604. [Epub 
ahead of print]. https://www.ncbi.nlm.nih.gov/
pubmed/28714954

 252. Davies DR, Interthal H, Champoux JJ, Hol WGJ 
(2002) The crystal structure of human tyrosyl-DNA 
phosphodiesterase, Tdp1. Structure 10:237–248

 253. Inamdar KV et al (2002) Conversion of phospho-
glycolate to phosphate termini on 3??? overhangs 
of DNA double strand breaks by the human tyrosyl- 
DNA phosphodiesterase hTdp1. J Biol Chem 
277:27162–27168

 254. Nilsen L, Forstrøm RJ, Bjørs M, Alseth I (2012) AP 
endonuclease independent repair of abasic sites in 
Schizosaccharomyces pombe. Nucleic Acids Res 
40:2000–2009

 255. Huang SYN et al (2013) TDP1 repairs nuclear and 
mitochondrial DNA damage induced by chain- 
terminating anticancer and antiviral nucleoside ana-
logs. Nucleic Acids Res 41:7793–7803

 256. Liu C et al (2007) Increased expression and activ-
ity of repair genes TDP1 and XPF in non-small cell 
lung cancer. Lung Cancer 55:303–311

 257. Gao R et al (2014) Epigenetic and genetic inactiva-
tion of tyrosyl-DNA-phosphodiesterase 1 (TDP1) 

9 Personalised Medicine: Genome Maintenance Lessons Learned from Studies in Yeast as a Model…

https://www.ncbi.nlm.nih.gov/pubmed/28714954
https://www.ncbi.nlm.nih.gov/pubmed/28714954


178

in human lung cancer cells from the NCI-60 panel. 
DNA Repair (Amst) 13:1–9

 258. Meisenberg C et al (2015) Clinical and cellular roles 
for TDP1 and TOP1 in modulating colorectal cancer 
response to irinotecan. Mol Cancer Ther 14:575–585

 259. Liao Z, Thibaut L, Jobson A, Pommier Y (2006) 
Inhibition of human tyrosyl-DNA phosphodiesterase 
by aminoglycoside antibiotics and ribosome inhibi-
tors. Mol Pharmacol 70:366–372

 260. Antony S et al (2007) Novel high-throughput electro-
chemiluminescent assay for identification of human 
tyrosyl-DNA phosphodiesterase (Tdp1) inhibitors and 
characterization of furamidine (NSC 305831) as an 
inhibitor of Tdp1. Nucleic Acids Res 35:4474–4484

 261. Marchand C et al (2009) Identification of phospho-
tyrosine mimetic inhibitors of human tyrosyl-DNA 
phosphodiesterase I by a novel AlphaScreen high- 
throughput assay. Mol Cancer Ther 8:240–248

 262. Zakharenko A et al (2015) Synthesis and biological 
evaluation of novel tyrosyl-DNA phosphodiester-
ase 1 inhibitors with a benzopentathiepine moiety. 
Bioorg Med Chem 23:2044–2052

 263. Pommier Y, Marchand C, Selvam P, Dexheimer 
T, Maddali K (2014) Fluoroquinolone derivatives 
or sulfonamide moiety-containing compounds as 
inhibitors of tyrosyl-dnaphosphodiesterase (TDP1)

 264. Takagi M et al (2012) Tyrosyl-DNA phosphodies-
terase 1 inhibitor from an anamorphic fungus. J Nat 
Prod 75:764–767

 265. Zakharenko A et al (2016) Tyrosyl-DNA phospho-
diesterase 1 inhibitors: usnic acid enamines enhance 
the cytotoxic effect of camptothecin. J Nat Prod 
79:2961–2967

 266. Ciccia A, McDonald N, West SC (2008) Structural 
and functional relationships of the XPF/MUS81 
family of proteins. Annu Rev Biochem 77:259–287

 267. Pype S et al (2000) TTRAP, a novel protein that 
associates with CD40, tumor necrosis factor (TNF) 
receptor-75 and TNF receptor-associated factors 
(TRAFs), and that inhibits nuclear factor-??B activa-
tion. J Biol Chem 275:18586–18593

 268. Rodrigues-Lima F, Josephs M, Katan M, Cassinat B 
(2001) Sequence analysis identifies TTRAP, a pro-
tein that associates with CD40 and TNF receptor- 
associated factors, as a member of a superfamily 
of divalent cation-dependent phosphodiesterases. 
Biochem Biophys Res Commun 285:1274–1279

 269. Ju B (2006) A topoisomerase II beta-mediated 
dsDNA break required for regulated transcription. 
Science 312:1798–1802

 270. King IF et al (2013) Topoisomerases facilitate tran-
scription of long genes linked to autism. Nature 
501:58–62

 271. Nitiss JL (2009) DNA topoisomerase II and its 
growing repertoire of biological functions. Nat Rev 
Cancer 9:327–337

 272. Tiwari VK et al (2012) Target genes of 
Topoisomerase IIβ regulate neuronal survival and 
are defined by their chromatin state. Proc Natl Acad 
Sci 109:E934–E943

 273. Gómez-Herreros F et al (2014) TDP2 protects tran-
scription from abortive topoisomerase activity and 
is required for normal neural function. Nat Genet 
46:516–521

 274. Do PM et al (2012) Mutant p53 cooperates with 
ETS2 to promote etoposide resistance. Genes Dev 
26:830–845

 275. Raoof A et al (2013) Toxoflavins and deazaflavins 
as the first reported selective small 2 molecule 
inhibitors of tyrosyl-DNA phosphodiesterase II 1. 
54–70

 276. Hornyak P et al (2016) Mode of action of DNA- 
competitive small molecule inhibitors of tyro-
syl DNA phosphodiesterase 2. Biochem J 473: 
1869–1879

 277. Kont YS et al (2016) Depletion of tyrosyl DNA 
phosphodiesterase 2 activity enhances etoposide- 
mediated double-strand break formation and cell 
killing. DNA Repair (Amst) 43:38–47

 278. Kankanala J et al (2016) Isoquinoline-1,3- 
diones as selective inhibitors of Tyrosyl DNA 
Phosphodiesterase II (TDP2). J Med Chem 
59:2734–2746

 279. Elsayed W, El-Shafie L, Hassan MK, Farag MA, 
El-Khamisy SF (2016) Isoeugenol is a selective 
potentiator of camptothecin cytotoxicity in verte-
brate cells lacking TDP1. Sci Rep 6:26626

 280. Palmer C, Coronel R, Liste I (2016) Treatment 
of Parkinson ’ s disease using human stem cells. 
1:71–77

 281. Cyranoski D (2016) CRISPR gene editing tested in a 
person. Nature 539:479

 282. Burger C, Nash K, Mandel RJ (2005) Recombinant 
adeno-associated viral vectors in the nervous sys-
tem. Hum Gene Ther 16:781–791

 283. Taymans J-M et al (2007) Comparative analysis of 
adeno-associated viral vector serotypes 1, 2, 5, 7, 
and 8 in mouse brain. Hum Gene Ther 18:195–206

 284. Ran FA et al (2015) In vivo genome editing using 
Staphylococcus aureus Cas9. Nature 520:186–190

A.A. Abugable et al.



179© American Association of Pharmaceutical Scientists 2017 
S. El-Khamisy (ed.), Personalised Medicine, Advances in Experimental Medicine and Biology 1007, 
DOI 10.1007/978-3-319-60733-7_10

The Power of Zebrafish 
in Personalised Medicine

Sarah Baxendale, Freek van Eeden, 
and Robert Wilkinson

Abstract

The goal of personalised medicine is to develop tailor-made therapies for 
patients in whom currently available therapeutics fail. This approach 
requires correlating individual patient genotype data to specific disease 
phenotype data and using these stratified data sets to identify bespoke 
therapeutics. Applications for personalised medicine include common 
complex diseases which may have multiple targets, as well as rare mono-
genic disorders, for which the target may be unknown. In both cases, 
whole genome sequence analysis (WGS) is discovering large numbers of 
disease associated mutations in new candidate genes and potential 
modifier genes. Currently, the main limiting factor is the determination of 
which mutated genes are important for disease progression and therefore 
represent potential targets for drug discovery. Zebrafish have gained popu-
larity as a model organism for understanding developmental processes, 
disease mechanisms and more recently for drug discovery and toxicity 
testing. In this chapter, we will examine the diverse roles that zebrafish can 
make in the expanding field of personalised medicine, from generating 
humanised disease models to xenograft screening of different cancer cell 
lines, through to finding new drugs via in vivo phenotypic screens. We will 
discuss the tools available for zebrafish research and recent advances in 
techniques, highlighting the advantages and potential of using zebrafish 
for high throughput disease modeling and precision drug discovery.
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10.1  Introduction

Zebrafish have swum a long way from the shal-
low pools of the Ganges Delta from where they 
originate; they can be found in fish tanks and 
aquaria around the globe, where they thrive due 
to their hardiness and ease of breeding. This 
small fresh-water fish is also found widely in 
research labs, where it has become an ideal model 
species for many experimental biologists. The 
reasons behind its attractiveness as a research 
subject are many: the embryos are transparent 
and develop rapidly, enabling the imaging of 
internal cells and structures in real time under the 
microscope; the embryos develop externally, 
with a pair of fish able to spawn several hundred 
embryos in a single clutch and they are relatively 
cheap to maintain compared to mammals.

Over the past 30 years, zebrafish have been 
used to study developmental mechanisms and 
disease models through the comparative analysis 
of wild-type and mutant lines. The wealth of data 
generated has highlighted the high degree of 
conservation, at the genetic, cellular and physio-
logical level between zebrafish and other verte-
brates, including ourselves. Many experimental 
techniques have been developed to generate disease 
models in zebrafish as highlighted in Table 10.1. 
Along with genetic models of disease, zebrafish 
are amenable to the experimental study of many 
different types of biological process, including 
tissue regeneration, infectious disease progres-
sion, cancer metastasis, and pharmacologically 
induced neurological disorders. Moreover, com-
bining these features with fluorescent reporter 
transgenes enables live imaging across the scales, 
from the whole organism to cellular and sub- 
cellular events in vivo.

All this puts zebrafish at a unique advantage – 
it is a vertebrate model with a complex physiol-
ogy, a conserved genome, a wide range of disease 
models and the free-swimming larvae can fit 

easily in to a multiwell plate, enabling it to be 
combined with high-throughput methodologies. 
In addition, larvae are also permeable to small 
molecules added directly to their aqueous envi-
ronment, making them an ideal model for drug 
discovery. This chapter will focus on how zebraf-
ish models of human disorders can assist in the 
development of personalized therapies, high-
lighting the value of genetic models of disease, 
xenograft models and phenotypic drug screening 
approaches.

10.2  Generating Accurate Models 
of Human Disease 
in Zebrafish

A fundamental tenet of personalised medicine, or 
genomic medicine, is that patients can be strati-
fied according to their predicted response to treat-
ment or risk of disease. This approach to 
customisation of healthcare recognises that inher-
ent variability in disease progression and outcome 
is intimately linked with variation between patient 
genomes, in addition to environmental contribu-
tions. While this variability may reflect different 
pathogenic mutations within the same gene or 
within different genes, it may also reflect wider 
variation in additional genetic modifiers of dis-
ease pathology. Human disease susceptibility is 
therefore a consequence of rare genetic variants 
with high penetrance in addition to common 
genomic variants with low penetrance. One 
approach to understand the relative contributions 
of this variability in vivo is to generate exact mod-
els of human disease in non-human organisms, by 
faithfully recreating disease causing mutations in 
orthologous genes and by characterising genetic 
modifiers of disease pathology [1]. When con-
ducted in parallel with clinical studies, this 
approach has the potential to generate novel 
insights into the relative functions of pathogenic 
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Table 10.1 Tools and resources for zebrafish research

Tool Model Remarks References

Gene knock down/out ENU mutagenesis Generated large numbers 
of mutants at random sites 
in the genome; high 
through-put sequencing 
(TILLING) has identified 
many mutation sites

[30, 31, 146]

Proviral insertion Mutagenesis at random 
insertion sites

[147]

Morpholino Transient knock-down 
with antisense oligo; high 
through-put; can produce 
off target and toxic effects

[63, 148, 149]

TALENs Site specific mutation 
using TALE nuclease to 
generate double stranded 
breaks

[8, 9]

CRISPR/Cas9 Site specific mutation with 
higher efficiency than 
TALENs

[10, 11]

CRISPRi Use of a non-functional 
Cas9 for transcriptional 
knock-down

[150, 151]

Transgenesis Stable lines Gateway cloning; high 
efficiency transgenesis 
with Tol2; PhiC31 landing 
site for site directed 
transgenesis

[48, 152]

Inducible expression Stage and spatial specific 
expression using 
Heatshock; Gal4/UAS; Cre 
LoxP

[153, 154]

Zebrabow Clonal fate mapping with 
heritable colour bar-coding

[155, 156]

Reporter lines signalling 
pathways

Imaging individual cells 
and tissues or signaling 
pathway readout in vivo

[157, 158]

Expression analysis In situ hybridisation Detailed temporal and 
spatial analysis of gene 
expression

[159, 160]

Antibody staining www.zfin.org

Chemical biology Small molecule screening Drug treatment by addition 
of compounds to aqueous 
environment

[100]

Gavage in fish to 
determine the amount of 
drug administer

[161]

Functional analysis Behaviour Catalogue of zebrafish 
quantifiable behaviours

[117]

Electrophysiology In vivo recording of 
neurons, e.g. lateral line

[162]

(continued)
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mutations and their interactions with genetic 
modifiers. Moreover, by utilising appropriate 
experimental models such as the zebrafish, it is 
now possible to rapidly identify genes that con-
tribute to disease phenotypes and directly visual-
ise the biological consequence of mutations, 
while also being able to screen for therapeutics in 
the context of a whole organism (Fig. 10.1).

The utility of an animal model of disease is 
only as good as its degree of shared physiology 
and its amenability to genetic manipulation. 
While the common ancestor between zebrafish 
and humans diverged 450 million years ago, 82% 
of known human disease-related genes and 76% 
of human genes implicated in genome-wide asso-
ciation studies have orthologues in zebrafish [2]. 
Furthermore, the genetic tractability of this model, 
and thus our ability to generate accurate zebrafish 
models of human disease, has been greatly facili-
tated by the advent of genome editing.

10.2.1  Genome Editing in Zebrafish

Genome editing utilises programmable nucleases 
to engineer heritable alterations in DNA. Nucleases 
are targeted to a specific region of DNA where 
they induce double-strand breaks which are sub-
sequently repaired by the host cell via non-homol-

ogous end joining or homologous recombination, 
which frequently results in targeted mutation. 
Genome editing has transformed the study of 
gene function in the laboratory, and while we are 
still in the early days of its clinical application [3], 
its potential to directly modify the genome of a 
patients’ somatic cells has already exemplified its 
usefulness for treating diseases such as acute 
lymphoblastic leukaemia [4].

The zebrafish community has played a central 
role in development and application of genome 
editing technology from its inception, initially 
during in vivo application of zinc finger  nucleases 
(ZFN) [5–7], through to the increased efficiency 
and flexibility provided by transcription activa-
tor-like effector nucleases (TALENs) [8, 9] and 
more recently, development of the bacterial anti-
viral defence mechanism, the clustered regularly 
interspaced short palindromic repeat (CRISPR)/
Cas9 system [10, 11]. While all three approaches 
induce double-strand breaks in target DNA 
molecules, ZFNs and TALENs achieve sequence 
specificity via protein-DNA interactions, whereas 
CRISPR-Cas9, relies on sgRNA- guided Cas9 
nucleases to target specific recognition or PAM 
(protospacer adjacent motif) sequences in DNA, 
reviewed in [12]. Much of the early focus in 
zebrafish genome engineering was centred on 
improving the efficiency of these technologies to 

Table 10.1 (continued)

Tool Model Remarks References

Live imaging Timelapse Fluorescent imaging in 
real time

[163]

High speed Dynamic imaging, 
including circulation, C 
startle flight response, 
calcium dynamics

[164–166]

Xenograft Cancer/iPS cells Injection of cells into 
zebrafish host

[84]

Infection Bacteria/funghi/viral Injection of cells/virus into 
zebrafish host

[167, 168]

Molecular analysis Sequence profiling Transcriptomics in 
zebrafish

[169, 170]

Bioinformatics zfin In silico mining of data 
and resources previously 
generated

www.zfin.org

A list of techniques used for disease modeling and phenotypic analysis in zebrafish. The type of analysis, the method 
used, remarks about the technique and key and recent references are included
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inactivate genes by generating small insertions or 
deletions. This has allowed the generation of 
numerous disease models carrying homozygous 
pathogenic mutations and can be readily achieved 
in just two generations or less. Amongst many 
others, the diseases which have been modelled in 
this way using zebrafish range from blood disor-
ders [13, 14] cardiac and vascular diseases, 
reviewed in [15, 16], through to neurodegenera-
tion, reviewed in [17, 18].

While in zebrafish, non-homologous end join-
ing is the predominant DNA repair mechanism 
induced following double strand breaks, precise 
genome editing via targeted induction of 
homology- directed repair is also possible. Several 
studies have reported knock-ins mediated via 
genome editing in zebrafish and these have incor-
porated single nucleotide, single codon, reporter 
tags, loxP sites and Gal4 promoters [11, 19–26]. 
The mechanism by which these integrations 

Gene knock 
down

Neurological 
disorders
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WES

GWAS

Cancer/iPS 
cells

Expression 
analysis

Behavioural

Xenograft
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Diagnosis 

of patient 
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and 
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Functional 
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Molecular 
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Lead 
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screening
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Expression of 
humanised 
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Fig. 10.1 Overview of the role of Zebrafish Research in 
Personalised Medicine. A work plan for using zebrafish 
models in personalised medicine strategies. Following dis-
ease diagnosis in patients, zebrafish can be used to develop 
disease models; to understand the biological mechanisms 
of diseases and to design phenotypic assays for drug dis-
covery. Lead compounds taken forward to clinical trials can 
be tested on patient groups, stratified by genotype and/or 
phenotype to optimize drug specificity for individual thera-
pies. The blue column lists the data types suitable for this 
approach that are discussed in this chapter. WGS/WES/
GWAS data can be used to identify genetic lesions that 
cause a disease or are modifiers of the disease phenotype. 
Genetic disease models (orange column) are generated in 
zebrafish using methods such as gene knock-down and 
overexpression, and analysed for phenocopy of the disease 

(see Table 10.1). Note that information about zebrafish 
orthologues can be found at the ZFIN website (www.zfin.
org) and mutant models that already exists can be ordered 
from ZIRC (www.zebrafish.org/) or EZRC (www.ezrc.kit.
edu/). Complex neurological disorders and cancer/iPS cells 
can also be analysed in zebrafish using behavioural profil-
ing and xenografts, respectively. The disease model pheno-
type is analysed at the cellular, molecular and functional 
level (red column) and can be used to develop in vivo phe-
notypic screens (purple column) to identify compounds and 
suitable targets for the drug discovery pipeline
Abbreviations: WGS whole genome sequencing, WES 
whole exome sequencing, GWAS genome-wide associa-
tion study, iPS induced pluripotent stem cell, ZIRC 
Zebrafish International Resource Centre, EZRC European 
Zebrafish Resource Centre
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occur remains undetermined and can result in 
imprecise integrations, however, the potential to 
generate mutations which more accurately reflect 
those occurring in patients is clear. The applica-
tion of recent advances in programmable nucle-
ase technology which allow single base editing 
[27], will further extend the molecular toolbox 
available for zebrafish researchers to model the 
effects of human genomic variants.

One of the key advantages of the zebrafish is 
its amenability for high throughput functional 
genetic screens [28–31]. The recent application 
of CRISPR-Cas9 to systematically test gene 
function in zebrafish [32] opens the door for 
large-scale testing of candidate human disease 
genes in addition to identification of genetic 
modifiers of disease in existing zebrafish disease 
models [33]. Whole genome CRISPR screens 
have not yet been reported in zebrafish, although 
these have been performed in vitro and in other 
animal models, reviewed in [34].

10.2.2  Potential Limitations 
and Solutions

The genome editing field is still in its relative 
infancy, yet it is constantly adapting to overcome 
several technical limitations which include off 
target effects and limitations in target DNA rec-
ognition, reviewed in Tsai and Joung, 2016 [35]. 
Some recent advances with respect to the widely 
used CRISPR-Cas9 system have focused on lim-
iting off target effects by engineering high- 
fidelity versions of Cas9 [36]. These hurdles are 
especially important to overcome if we are to 
translate these powerful tools into effective clini-
cal applications in patient cells. However, in 
zebrafish, it is relatively simple to outcross carri-
ers to reduce the impact of unlinked off-target 
effects. The range of DNA target sequences avail-
able for targeting using CRISPR-Cas9 is continu-
ally expanding through the development of 
engineered Cas9 nucleases with altered PAM 
specificities and also by utilisation of Cas9 mol-
ecules isolated from different bacterial species 
[36–38].

It is important to note that in several cases, tar-
geted zebrafish mutants have failed to recapitulate 
previously published phenotypes generated by 
morpholino-induced gene knockdown [39–41]. 
This was originally hypothesised to be a conse-
quence of well-established off-target effects 
induced by morpholinos, and in many cases this 
may be true [39]. However, a landmark study 
recently identified the presence of unexpected 
transcriptional adaptation in zebrafish harbouring 
genetic mutations induced by genome-editing. 
Surprisingly, this transcriptional adaptation was 
absent following both transcriptional and transla-
tional knockdown of the same genetic locus [42]. 
Put simply, current evidence supports the exis-
tence of an as yet unidentified mechanism 
whereby the zebrafish genome, and likely other 
genomes, is able to interpret genetic lesions, lead-
ing to loss of protein function, and can activate 
compensatory pathways to overcome this. 
However, the genome is unable to similarly com-
pensate for loss of protein function when the same 
gene has been subjected to morpholino knock-
down. The zebrafish has undergone a partial 
genome duplication which could be expected to 
increase the likelihood of compensatory mecha-
nisms, however, gene duplication has been dem-
onstrated to impart both fragility on protein 
interaction networks and robustness [43]. It there-
fore remains to be seen whether transcriptional 
adaptation may be more prevalent in zebrafish 
than other organisms. Collectively, genome edit-
ing has substantially improved our ability to gen-
erate precise zebrafish models of human disease 
and interrogate genetic contributions to disease 
pathology. Genome editing has undoubtedly revo-
lutionised genetic engineering and may have a 
comparable impact on personalised medicine.

10.2.3  Generation of Transgenic or 
Humanised Zebrafish Disease 
Models

To date, genome editing has largely been employed 
as a loss-of-function approach to generate zebraf-
ish models of human disease, however, a distinctive 
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strategy in the application of zebrafish in person-
alised medicine is the generation of transgenic or 
“humanised” disease models. Generally, these 
tend to be gain-of-function approaches and sev-
eral strategies can be employed in the generation 
of such models. The simplest approach is the use 
of transient overexpression studies to link the 
biological function of human mutations to dis-
ease pathology. For example, transient mRNA 
overexpression studies in zebrafish embryos have 
implicated human gain-of-function mutations in 
NRAS as contributing to craniofacial defects 
underlying Noonan syndrome [44]. Similar stud-
ies demonstrated that gain-of-function mutations 
within the phosphatidylserine synthase 1 
(PTDSS1) gene, which cause Lenz-Majewski 
syndrome, also result in craniofacial abnormali-
ties when overexpressed in zebrafish embryos 
[45]. While constitutive overexpression studies 
can demonstrate conservation of gene function, 
care must be taken when interpreting results pro-
vided by ectopic expression at non-physiological 
levels.

An alternative approach to transient overex-
pression is the generation of stable transgenic 
zebrafish models, where DNA is integrated into 
the host genome to provide spatiotemporal con-
trol of transgene expression. Historically, trans-
genesis has been conducted such that transgene 
integration occurs randomly within the genome, 
either by DNA injection alone, via meganuclease- 
mediated integration [46], and now more com-
monly, transposon-mediated integration [47]. 
Random integration can create variability in 
transgene expression due to position-specific 
effects, however, targeted integration of trans-
genes using site specific recombination or 
‘landing- pads’ such as PhiC31-based integration 
can overcome this [48, 49].

Amongst the first transgenic disease models 
established in zebrafish, and the first transgenic 
zebrafish cancer model, was a model of T-Cell 
leukaemia or acute lymphoblastic leukaemia 
(T-ALL) [50], a common childhood cancer 
caused by distinct chromosomal translocations. 
The mouse c-Myc gene fused to GFP was driven 
by a zebrafish rag2 promoter to facilitate visuali-
sation of leukaemic T-cells and monitor disease 

progression. Subsequently, more sophisticated 
T-ALL models were developed to allow temporal 
control over transgene activation using Cre-Lox- 
mediated recombination [51]. Modifier screens 
have also been performed in zebrafish using dif-
ferent T-ALL models, which revealed genetic 
interactions between bcl-2 mediated apoptosis 
and Notch signalling during T-ALL progression 
[52, 53]. Solid tumours, including melanoma, 
have also been successfully modelled in zebrafish 
[54]. Since the majority of melanoma tumour 
samples contain the activating BRAFV600E muta-
tion [55], this mutant allele was placed under the 
control of the zebrafish mitfa promoter, which is 
active in melanocytes [54]. Under normal cir-
cumstances, mitfa: BRAFV600E induced nevus for-
mation in zebrafish, which did not progress to 
melanoma. However, in a p53 mutant back-
ground, the transgene induced malignant mela-
nomas, which when transplanted induced 
melanoma formation in recipient fish [54].

10.2.4  Zebrafish Models 
of Neurodegeneration

Humanised transgenic zebrafish have also been 
developed to study neurodegeneration. An ele-
gant example of this is the use of zebrafish as a 
model to study human α-synculein (aSyn) toxic-
ity during neurodegenerative processes including 
Parkinson’s disease [56]. Accumulation of neuro-
nal aSyn is associated with multiple neurodegen-
erative diseases, however the mechanism by 
which it contributes to neuronal degeneration is 
not fully understood. O’Donnell et al. employed 
the GAL4/UAS system to overexpress human 
aSyn in zebrafish neurons, a strategy which 
induced subsequent toxicity and abnormal mito-
chondrial function, suggesting axonopathy is an 
early consequence of aSyn accumulation. Similar 
gain-of-function approaches have also been 
employed to study nucleotide repeat expansions 
in C9orf72, an underlying cause of amyotrophic 
lateral sclerosis [57]. An important caveat to 
studies applying similar approaches is that the 
level of overexpression achieved using amplifica-
tion via GAL4/UAS is unlikely to represent 
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physiologically relevant levels of pathogenic 
protein accumulation. It is therefore advisable 
wherever possible to use transgene-specific regu-
latory regions to drive transgene expression.

10.2.5  Evaluating Genetic Mutations 
in Zebrafish

Dominant human disease mutations can also be 
tested in zebrafish to compare the effects of dif-
ferent mutations on the level of disease pene-
trance [58, 59]. Spinal Cerebellar Ataxia type 13 
is associated with locomotor impairment and 
neuronal death in the cerebellum and is caused by 
mutations in Kv3.3, a voltage-gated K+ channel 
[60]. The infantile and adult forms of the disease 
are associated with different mutations and over-
expression of these different alleles in zebrafish 
produces different phenotypes. While the severe 
infant form causes path-finding defects in the 
developing motor neurons, the adult mutation 
leads to a later, weaker effect on axon arborisa-
tion; both being consistent with the disease 
symptoms seen in patients [61].

For many disorders the disease-causing muta-
tion is not known. WGS/WES sequence data is 
identifying many rare mutations in patients that 
can potentially cause or modify disease progres-
sion. Gonzaga-Jauregui et al. used WES analysis 
of 40 individuals from 37 different families with 
Charcot-Marie Tooth syndrome to identify three 
new candidate genes, PMP2, SPTLC3 and 
DNAJB5 [62]. Interestingly, they also noted a 
significant increase of mutations in a group of 58 
neuropathy-associated genes, when compared to 
a matched control group. To test if any of these 
mutations might contribute to the neuropathy 
phenotype they used a morpholino screening 
approach and found combinations of genes that 
interacted genetically and exacerbated suppres-
sion by a single gene. Why the disease associated 
genome accumulates neuropathy relevant muta-
tions is not known. It will be of interest to see if 
this is a general feature of other neurological 
diseases. Zebrafish knockdown screening 
approaches can also be used with GWAS data to 

test potential susceptibility loci for complex 
disorders. Using morpholinos to screen many 
candidate genes can provide a quick high 
throughput test of gene function, however care 
must be taken, since they can produce off target 
effects [63]. An alternative approach maybe to 
use the multiplex transient CRISPR method, as 
described in Shah et al. [32].

10.3  Xenotransplantation

10.3.1  Zebrafish Avatars

How can xenotransplantation contribute to per-
sonalised treatment? Instead of modifying the 
genome of a model organism to precisely mimic 
the genotype of a patient, xenotransplanting 
patient cells into a model organism could be a 
faster alternative [64, 65]. If such cells display 
disease-relevant characteristics, these could be 
used as a read-out to find the best treatment. The 
advantage of using a vertebrate organism to cul-
ture those cells are clear, it includes a functional 
vascular system, drug metabolising organs, and 
innate immune cells, which contribute to provid-
ing a more realistic microenvironment than a cul-
ture dish.

Currently, however, there are few published 
examples of the use of zebrafish xenografts to tai-
lor patient treatment. Even in mice, where these 
approaches were pioneered, this strategy is still 
highly experimental [66].

In zebrafish, one could envisage two main 
possibilities; cancer studies or patient derived 
(stem) cell transplants. The creation of fish “ava-
tars” of human cancers could indeed be attrac-
tive, as they could significantly reduce cost and 
increase throughput as compared to e.g. nude 
mice. Hundreds of xenotransplanted embryos 
can be created in days, once tumour cells are 
available, whereas mouse xenografts tend to take 
much longer to establish. Importantly, since only 
hundreds of cells are required per transplant into 
fish, resulting chimeric embryos could therefore 
be screened to find the most effective therapy for 
that particular cancer.

S. Baxendale et al.



187

10.3.2  Physiological Considerations 
in Xenotransplantation

Although highly attractive at first sight, the phys-
iological differences between fish and human 
cells need careful consideration. Firstly, cells can 
be xenotransplanted because fish embryos still 
lack an adaptive immune system, which could 
attack foreign cells. The adaptive immune system 
matures around 4 weeks post fertilisation [67]. 
Therefore, drug/adaptive immunity interactions 
cannot be modelled in embryos.

Secondly, although the small size of the fish 
embryos offers an advantage in terms of han-
dling, cost and imaging, it also means that 
tumours that are being generated by xenografting 
are generally very small (<100 μm). Therefore 
normal diffusion will suffice to supply cancer 
cells with oxygen [68]. As a result, hypoxia, an 
important modulator of tumour and immune cell 
behaviour, will be absent, unless applied globally 
[69].

Thirdly, there is a large difference in optimal 
temperature that needs to be bridged: 28 vs. 
37 °C. Therefore, transplanted cells, host, or both 
may be under some form of temperature stress 
that may affect outcomes. Early embryos are sen-
sitive to temperatures above 32 °C and tempera-
tures above 34 °C are lethal [70]. Fortunately, 
older embryos (2dpf) and adults may be more 
resistant, the former appear normal for several 
days at 35 °C [71], and in the wild, adult zebraf-
ish have been observed in water at 38 °C [72].

Finally, although signalling pathways are con-
served in vertebrates, mis- or poor communica-
tion between tumour and host is certainly 
possible. For instance for CXCR4/CXCL12, 
Nodal, FGF, VEGF and TGF-β, fish-to-human 
and/or human-to-fish crosstalk was clearly estab-
lished. However, where tested, differences in fish 
and human ligand efficiencies were observed 
[73–76].

Despite these potential issues, numerous cell 
lines have been transplanted successfully, and 
tumour cells show behaviours that are very remi-
niscent of their expected behaviour. When 
injected into the circulation (Duct of Cuvier) or 
into the yolk, or in the perivitelline space, many 

cell lines were shown to leave the site of injection 
or extravasate and invade tissues (often into the 
caudal haematopoietic tissue) and form micro-
metastases within a week [71, 74, 77, 78]. 
Furthermore, transplant-derived cell masses are 
often able to attract blood vessels from the host 
embryo [76].

10.3.3  Adult Models

Xenografts are most frequently established using 
host embryos for reason of convenience, and the 
opportunity to perform detailed imaging of can-
cer cell behaviour in an intact organism. 
Nevertheless, adult stages are useful for longer- 
term studies of cancer development, especially if 
larger tumours with more extensive vascularisa-
tion and a hypoxic microenvironment are needed. 
Such models will still have significant cost and 
space advantages over mouse xenotransplant 
models. Generation of immunodeficient animals 
similar to rodent models has been achieved by 
X-ray treatment [79] or by employing immuno-
suppressants [80], but when reverse genetics 
became feasible, more stable genetic models 
were developed to study long-term behaviour of 
tumours [81, 82]. In an interesting report, it was 
shown that cell-line specific “xenotolerance” 
could be achieved in adults, by an embryonic 
transplant of irradiated cells of the same line 
[83]. In this way, animals with a native immune 
system can be used as hosts, thereby avoiding the 
need for complex “pathogen-free” conditions and 
providing an even better replica of a normal 
tumour environment. This is an exciting avenue 
that could be explored for patient-specific cellu-
lar xenografts.

10.3.4  Current Zebrafish 
Xenotransplant Cancer 
Models

By now, more than 100 reports have been pub-
lished that exploit zebrafish xenografts. Usually 
transplants of 100–300 cells are performed at 
32–35 °C, either in the perivitelline space or in 
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the Duct of Cuvier at 48hpf. Mostly well- 
established tumour cell lines are used to assay the 
role of candidate signalling pathways such as 
TGF-β, CXCR4, Wnt, KRAS and Nodal, with 
cells labelled via transfection of fluorescent pro-
tein, or by CM-DiI labelling. Often, xenografted 
larvae are used to test therapeutic potential of 
compounds or enhanced delivery systems, or 
simply to gain basic understanding of tumour cell 
behaviours.

Several reports successfully use the fish as a 
direct recipient for patient cells [75, 84–90]. 
There exists a single report where transplants 
were performed with the direct aim of tailoring 
patient treatment [84]. This study used T-cell 
acute lymphoblastic leukaemia (T-ALL) cells 
derived from two patients, and transplanted 
approximately 500 CM-DiI labeled cells into the 
yolk of 48hpf zebrafish. Embryos were then 
treated with three different inhibitors that target 
commonly mutated pathways in T-ALL. In one 
patient, a strong response was found to a 
γ-secretase inhibitor. The subsequent identifica-
tion of an activating Notch mutation provided a 
clear explanation for this response. Another 
report demonstrated that multiple myeloma cells 
directly transplanted from patients established 
themselves rapidly in fish embryos, and their 
responses to drugs conformed with predictions 
[89]. Overall, these studies show that using 
zebrafish as patient avatars is a promising area of 
future research.

10.3.5  Non-cancer Models

Xenografting of non-cancerous cells has been 
less well studied. Two reports describe transplant-
ing human CD34+ haematopoietic stem cells 
[75, 91]. CD34+ hematopoietic cells sorted from 
umbilical cord blood were labelled with CM-Dil 
or PKH26, and injected into the circulation. Cells 
were detected in injected larvae at 1 days post 
injection in both studies but longer- term survival 
and homing to haematopoietic tissues was only 
reported in one study [91]. The reasons for differ-
ences between the two studies is currently 
unclear. Three reports describe transplantation of 

adipocyte-derived and mesenchymal stem cells 
and show cell survival [92–94]. Melanocytes and 
fibroblasts have also been transplanted into blas-
toderm embryos and were shown to survive for 
several days [71, 94–96]. The possibility to inte-
grate human iPS cells in the zebrafish could hold 
great promise. Two groups describe transplant of 
early vascular cells derived from human induced 
pluripotent stem (iPS) cell lines. Although high-
resolution analysis and long term follow-up was 
not performed, cells appeared to integrate in the 
embryonic vasculature and expressed an endo-
thelial marker. Interestingly these iPS-derived 
cells outperformed commonly used HUVECs in 
this assay [97–99]. Thus, at least in some cases, it 
may be possible to xenograft human cells in order 
to recreate and study aspects of genetic diseases, 
and test potential treatments. However, it will 
require significant optimisation of cell differenti-
ation and transplantation protocols in order to get 
cells in the correct state of differentiation at the 
right place and time in the embryo such that they 
will properly participate in development.

10.4  Zebrafish Drug Discovery

10.4.1  Advantages of Phenotypic 
Screening

The goal of personalised medicine is to predict 
how individual patients will respond to therapies 
before their treatment begins, taking in to account 
their background genetic variation. To produce 
bespoke therapies, there is a need for high- 
throughput testing of drugs in disease models that 
can reliably reproduce the human conditions [1].

Zebrafish research is ideally placed to benefit 
from a recent resurgence in phenotypic drug 
screening, aided by the increasing number of dis-
ease models available [100, 101]. For over 
30 years, target based drug discovery has been 
the predominant approach to finding new thera-
peutics, however the yield of new ‘first in the 
class’ drugs brought to market through this 
approach has been disappointing. Whereas in the 
same time frame, phenotypic drug screening has 
had more successes, despite the relatively small 

S. Baxendale et al.



189

number of screens performed using this approach 
[102]. Phenotypic screening methods are widely 
applicable to the full range of disease models 
available in zebrafish. From rare monogenic dis-
orders where a single target – single drug sce-
nario, – a prerequisite for target driven drug 
discovery, is appropriate, to complex multifac-
toral disorders where multiple gene mutations 
and modifiers may also play a role and drugs are 
required that can potentially hit multiple targets 
in different pathways. Phenotypic in vivo screens 
have the advantage that no prior knowledge of 
the target is necessary and in the case of whole 
organism assays, all available targets are present 
in one assay, increasing to the likelihood of iden-
tifying novel important targets. In addition, with 
whole organism screens there is the possibility to 
assess multiple endpoints in the primary assay 
and include counter-screens for many drug char-
acteristics that are usually only tested much later 
in the drug discovery pipeline; such as the ability 
for the drug to reach the desired tissue and the 
testing of off target effects and toxicity.

10.4.2  Screening Applications

Since the first chemical screen using zebrafish in 
multiwell plates in 2000 [103] the number of 
screens has increased rapidly [104]. Many differ-
ent approaches that have been taken; from simple 
gene expression screens [105, 106], fluorescent 
reporter [107, 108] and behavioural screens [109, 
110] to therapeutic screens for rescue of many 
different disease phenotypes [111–113]. But with 
the number of zebrafish drug screens rising, are 
any drugs making it through to the clinic and 
proving this is a successful strategy to take? 
Although the numbers of lead compounds being 
taken on by companies is still quite small [100], 
there are a few examples that are progressing to 
clinical trials. PROTO-1 (Oricula Therapeutics), 
is a compound that protects against the ototoxic 
side effects caused by other therapeutics, includ-
ing chemotherapeutics and some aminoglycoside 
antibiotics. Ototoxic side effects can cause long 
term damage to the hair cells of the inner ear and 
lead to permanent deafness. The zebrafish lateral 

line sensory system is an excellent model system 
for studying hair cell toxicity and regeneration 
and PROTO-1, a benzothiophene carboxamide, 
was identified in a screen for compounds that 
blocked aminoglycoside induced hair cell death 
[114]. Zebrafish can also be used to find new uses 
for existing drugs, as is the case with lefluno-
mide, a current treatment for arthritis that is now 
in clinical trials as an adjuvant therapy for mela-
noma. White et al. used a simple gene expression 
screen to identify drugs that inhibit neural crest 
cell derivatives in the zebrafish embryo [115]. 
Neural crest progenitor genes are found to be 
activated in melanoma [116] and using a combi-
nation of zebrafish, xenopus and mouse xeno-
graft studies leflunomide was found to inhibit 
neural crest gene transcriptional elongation and 
melanoma growth.

10.4.3  Screens for New CNS 
Therapeutics

The search for new drugs to treat CNS disorders 
is extremely challenging and very few new drugs 
make it to the market. One reason for this is the 
multifactorial nature of many neurological dis-
eases, which requires complex polypharmacol-
ogy and can often result in toxic side effects. 
Target-based drug discovery platforms designed 
to find a single drug for a single target are not 
suitable for multigenic disorders, where there are 
complex biological mechanisms. The genetic 
basis of these diseases is often unclear; with few 
familial cases and potentially hundreds of sus-
ceptibility genes. Using phenotypic screening, to 
identify drugs with multiple targets or multiple 
pathways in one assay, is more appropriate. 
However, modelling neurological disorders is 
difficult, particularly where there is a late onset 
of symptoms diagnosed by changes in behavior 
that cannot be analysed in cell or tissue based 
assays.

10.4.3.1  Behavioural Assays
Zebrafish have a number of advantages over other 
models for neuropharmacological research. 
Firstly, for neurological disorders, the most infor-
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mative readouts are behavioural assays, and 
although zebrafish have a simplified brain 
structure compared to our own, they have a wide 
repertoire of behaviours in response to different 
stimuli and environments, which are reproduc-
ible and can be quantified [117]. Secondly, 
the small size and aquatic nature of zebrafish 
make them amenable to high throughput behav-
ioural profiling in ways that other vertebrate 
models of neurological disorders are not [109]. 
Zebrafish larvae can be screened at high through-
put in multiwell plates, while the adult fish, 
although at lower throughput, can be screened 
simultaneously in different arenas, with appropri-
ate commercial (Viewpoint, France, Ethovision) 
and custom-built equipment. Recent studies 
have defined specific phenotypic signatures for 
complex behavioral responses to sensory or 
pharmacological stimuli in larvae and adults, and 
improvements in signature clustering and analysis, 
are making huge advances in this field [118, 119].

Profiling zebrafish behaviour in response to 
different drugs and drug combinations enables 
clustering of compounds that have similar or 
related behavioural signatures. Signatures associ-
ated with neurological disorders can be compared 
to profiles of known psychotic and antipsychotic 
drugs in order to identify correlations between 
particular compounds and behaviours. An elegant 
example is the work of Rennekamp et al. who 
used a simple photomotor response assay to mea-
sure freezing in fish over alternating light-dark 
cycles [120]. This highly conserved response 
mediated by the limbic system is often impaired 
in psychiatric disorders such as schizophrenia. 
Using phenotypic clustering of compounds that 
disrupt freezing behaviour, followed by chemical 
structure mining, they identified finazines as a 
new class of anti-psychotic drugs and sigma-1 as 
a functional target of the fight or flight response 
pathway. In a complementary study, finazines 
were also identified in a screen for compounds 
that mirrored the behavioural signatures of a 
known anti-psychotic drug, haloperidol. In this 
screen of 24,760 compounds, movement of 
zebrafish larvae was monitored as a quantifiable 
response to a series of light and sound stimuli, 
and the resulting compound profiles were com-

pared using phenoBLAST, which enables identi-
fication of the best match to a chosen signature 
[121]. Bruni et al. then demonstrated that finaz-
ine suppressed drug-induced hyperactivity in 
mice, further validating this approach.

10.4.3.2  Screens for Anti-convulsants
An example where it is hoped the use of zebrafish 
in precision medicine can make a real difference 
is in the identification of compounds targeting 
pathology underlying epilepsy. Although there 
are a number of anti-convulsant drugs currently 
available, many have severe side effects or are 
not effective, with up to a third of sufferers hav-
ing no available treatment. Zebrafish have been 
widely used to model epilepsy for drug discovery 
and for understanding disease onset and progres-
sion [122]. Initial approaches used drug-induced 
zebrafish models of epilepsy, using the convul-
sant pentylenetetrazol, PTZ, and screened for 
rescue of the behavioural phenotype [123, 124] 
or for reduction of PTZ-induced expression of 
cfos [105]; both with success. Different genetic 
defects that can cause seizures, along with the 
environmental and experience related triggers 
have also been studied in zebrafish. Dravet syn-
drome is an inherited childhood epilepsy syn-
drome caused by mutations in the SCN1a protein 
[125]. Phenotypic screening in a zebrafish model 
of Dravet syndrome identified clemizole as a 
potential treatment [126]. Further analysis found 
clemizole acts as a serotonin receptor agonist to 
suppress seizures, and FDA approved compounds 
with similar activities have been tested in Dravet 
syndrome patients, with initial results showing a 
reduction in seizure frequency [127]. These find-
ings demonstrate the power of high-throughput 
chemical screens in zebrafish as a means of re- 
purposing existing drugs to rapidly move from 
tank to bedside.

10.4.4  Future Developments 
for Drug Discovery

For zebrafish to be a viable screening tool for pre-
cision medicine, new therapeutics need to be eas-
ily transferable to the clinic, accurately predicting 
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the correct drug response. How well this works 
depends on a number of factors, including the 
accuracy of the disease model and how the drug 
is metabolized. Some doubt has been cast on 
using animal models [128, 129] particularly for 
diseases such as multiple sclerosis, where some 
induced mouse models of MS have been unreli-
able at accurately predicting new therapeutics 
[130]. However, growing evidence from multiple 
zebrafish screens, in particular those that have 
gone on to confirm potential ‘hit’ compounds in 
other species, suggest zebrafish have comparable 
drug responses. In the case of neurological disor-
ders, compounds must also be able to cross the 
blood brain barrier and studies have shown that 
the blood brain barrier is conserved in zebrafish 
and develops between 3 and 10 days of develop-
ment [131–133], therefore it is important to test if 
compounds are effective after this stage.

One potential way to increase the accuracy of 
the drug response between fish and man is by 
humanizing the zebrafish metabolism and phar-
macological responses to drugs. Zebrafish have a 
full range of cytochrome P450 genes [134], how-
ever, the levels of some CYP genes are low dur-
ing early development [135] which could lead to 
some metabolites not being detected in early 
zebrafish screens. In addition, CYP3A4 is respon-
sible for metabolising 50% of drugs [136], and 
the zebrafish homologous gene is quite divergent 
from the human gene at the DNA sequence level. 
To overcome any metabolic differences this may 
produce, a zebrafish transgenic line has been gen-
erated which expresses the human version of 
CYP3A4 under the control of the zebrafish liver 
specific lfabp promoter, and these transgenic fish 
were found to have a higher level of metabolism 
of CYP3A4 substrates, than wild-type fish [137], 
thus highlighting the potential to humanize the 
zebrafish liver by gene delivery. In addition to 
metabolism by the liver, drugs are also metabo-
lised by the microbes in the gut. Studies that 
compare different microbiomes and transfer 
microbes between different models [138, 139] 
will be useful to determine how much of a role in 
personalising therapeutic responses to drugs dif-
ferent microbiomes can make.

A major obstacle to systems biology 
approaches to drug discovery with zebrafish, is 
the difficulty in comparative imaging of multiple 
embryos for precise quantification. Many drug 
screening approaches use larvae imaged in multi-
well plates to determine morphological, fluores-
cent or stained differences that result from the 
effects of the drugs added. The embryo and lar-
vae have complex 3D shapes that lie at different 
angles of orientation without manipulation; this 
is compounded if there are multiple larvae which 
may overlay each other, thereby obscuring the 
area that needs to be analysed. In addition, ali-
quoting embryos into multiwell plates can be 
time consuming. Many methods to overcome 
these issues have been developed, including 
moulds to orientate the larvae [140], the VAST 
system (Union Biometrica) which is also able to 
aspirate individual larvae from multiwell plates 
and deliver them into a capillary that can be 
rotated to any angle with precision imaging [141, 
142] and the ARQiv-HTS platform for automated 
reporter quantification [143]. These improve-
ments in automation and image analysis will 
facilitate higher throughput methods and more 
accurate quantification of zebrafish larval data.

10.5  Conclusions

The need for precision medicine is increasing 
[144] with an aging population. Common multi-
factorial diseases including cancer, neurodegen-
eration and cardiovascular disease are set to rise 
and there is a need to find personalised therapies 
that work for particular cohorts of patients, thus 
maximising treatment specificity and efficacy. In 
addition, there are at least 7000 known rare dis-
eases, with over half having genetic linkage, 
however 95% of these diseases do not yet have a 
single approved drug to target them [145]. As the 
quantity of sequencing data from patient WES/
WGS and GWAS studies increases, the need for 
functional analysis of new genetic variants will 
also increase.

Zebrafish have the potential to contribute to 
advances in human genomic medicine at multiple 
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levels. As shown in Fig. 10.1 different stages of 
the personalised medicine pipeline for different 
disease types can all benefit from zebrafish 
approaches; from testing genes of unknown func-
tion, right through to drug discovery. The zebraf-
ish is the only high-throughput vertebrate disease 
model, which when combined with advanced 
molecular tools and genetic tractability, positions 
this model to make a major contribution to the 
mammoth task ahead of finding precise cures for 
all diseases.
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Abstract

Alzheimer’s disease (AD) is one of the most common neurological disor-
ders with vast reaching worldwide prevalence. Research attempts to deci-
pher what’s happening to the human mind have shown that pathogenesis 
of AD is associated with misfolded protein intermediates displaying ter-
tiary structure conformational changes eventually leading to forming large 
polymers of unwanted aggregates. The two hallmarks of AD pathological 
protein aggregates are extraneuronal β-amyloid (Aβ) based senile plaques 
and intraneuronal neurofibrillary tangles (NFTs). As such, AD is catego-
rized as a protein misfolding neurodegenerative disease (PMND). 
Therapeutic interventions interfering with the formation of these protein 
aggregates have been widely explored as potential pathways for thwarting 
AD progression. One such tactic is modulating the function of enzymes 
involved in the metabolic pathways leading to formation of these mis-
folded protein aggregates. Much evidence has shown that glycogen syn-
thase kinase-3β (GSK-3β) plays a key role in hyperphosphorylation of tau 
protein leading eventually to its aggregation to form NFTs. Data presented 
hereby will display a plethora of information as to how to interfere with 
progression of AD through the route of GSK-3β activity control.
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11.1  Introduction

Alzheimer’s disease (AD) is the most common 
form of dementia. It is a neurodegenerative disor-
der defined by progressive memory loss and cog-
nitive impairment. It was discovered in 1906 by 
Alois Alzheimer, the German neuropathologist 
and clinician, after the clinicopathological study 
of a 51-year-old woman who presented a demen-
tia syndrome [1].

AD is a severely debilitating disease which 
affects more than 35 million patients worldwide 
[2, 3]. An estimated 5.3 million Americans of all 
ages have Alzheimer’s disease in 2015, where 
almost 5.1 million people are age 65 and older, 
and approximately 200,000 individuals are under 
age 65 (younger-onset Alzheimer’s [4]. A review 
of many studies concluded that older African- 
Americans are about twice as likely to have 
Alzheimer’s and other dementias as older whites 
[5, 6] and Hispanics are about one and one-half 
times as likely to have Alzheimer’s and other 
dementias as older whites [6, 7]. Moreover, the 
WHO 2012 Report “Dementia: a public health 

priority” estimates that the encounter of dementia 
worldwide is around 35.6 million people 
(Fig. 11.1) [8]. As the world population ages, the 
frequency is expected to double by 2030 and tri-
ple by 2050 [9, 10].

Earlier approaches towards the therapeutic 
management of AD were based on the “one-size- 
fits-all-concept” regardless of the fact that some 
patients are less likely than others to respond to a 
particular therapeutic agent by virtue of their 
individual’s specific genetic, biomarker, pheno-
typic and psychosocial makeup. In contrast, with 
the introduction of the concept of precision medi-
cine, also named “personalized or individualized 
medicine”, as a rapidly advancing field in medi-
cal clinical and research settings, new horizons 
for optimizing accuracy of disease diagnosis and 
precision of prevention and/or treatment together 
with minimizing side effects are being explored. 
The measurement of molecular, environmental, 
and behavioral factors contributing to a specific 
disease improves the understanding of disease 
onset and progression as well as response to 
treatment. In addition, it allows a more accurate 

Fig. 11.1 Estimated prevalence of dementia for persons aged 60 and over, standardized to Western Europe population, 
by Global Burden of Disease region [8]
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diagnosis and more effective disease prevention 
and treatment strategies specifically personalized 
to the individual.

11.2  Genetic and Molecular 
Considerations in AD

Many scientific hypotheses have been explored 
in an attempt to decrypt the different histopatho-
logical lesions found in the brain of AD patients. 
The first one is the cholinergic hypothesis that 
considers the disease as a consequence of a defi-
cit in the neurotransmitter acetylcholine [11] 
making the acetylcholinesterase inhibitors drugs 
of choice in AD patients [12].

The two other hypotheses are based on the 
biochemical notion of AD being a protein mis-
folding neurodegenerative disease (PMND) [13] 
where accumulation of two hallmark pathologi-
cal protein aggregates, extraneuronal senile 
plaques and intraneuronal neurofibrillary tangles 
(NFTs), is associated with the progression thereof 
(Fig. 11.2) [14].

The extraneuronal senile plaques are com-
posed of the poorly-soluble β-amyloid (Aβ) pep-
tide polymers that arise from the cleavage of 
transmembrane amyloid precursor protein (APP) 
by two proteases known as β and ɣ secretases [16, 

17]. On the other hand, the intraneuronal NFTs 
are polymers generated by the aggregation of 
hyperphosphorylated tau proteins [18, 19].

As per the plaques, three heritable mutations 
of the APP, presenilin-1 (PS-1) and presenilin-2 
(PS-2) genes were found to affect APP process-
ing and result in the increased Aβ protein 
 formation [3]. These three mutations were 
linked to early-onset AD and are said to account 
for almost 5% of observed AD cases. On the 
molecular level, Aβ monomers are soluble with 
structural short regions of beta sheets and poly-
proline II helices. Yet, they undergo a dramatic 
conformational alteration to form a beta sheet-
rich tertiary structure that aggregates to form 
amyloid fibrils at high concentration. These 
fibrils aggregate and deposit densely outside 
neurons giving rise to what is called senile 
plaques [20–22]. With their deposition into 
plaques, these aggregated forms of Aβ peptide 
have been shown to be neurotoxic contributing 
to cellular death and neuronal loss through the 
apoptosis seen in AD [23–25].

Regarding the second hallmark, the tau protein 
which was found to be associated with late- onset 
AD, it is a multifunctional microtubule-associated 
protein that stabilizes the neuronal cytoskeleton. 
In a normal brain, the equilibrium between phos-
phorylations and dephosphorylations of tau pro-

Fig. 11.2 Hallmarks of Alzheimer’s disease: neurofibrillary tangles and amyloid plaques [15]
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tein modulates the stability of the cytoskeleton. 
Owing to the importance of phosphorylation in 
cellular and physiological processes, it is not sur-
prising that abnormal phosphorylation turns out 
to be a cause or consequence of numerous human 
diseases such as cancers, diabetes, and AD [26]. 
Tau hyperphosphorylation is considered one of 
the earliest modifications found in Alzheimer’s 
brains and is believed to first develop in a key 
staging area for memory coordination in the brain 
called the entorhinal cortex. Hyperphosphorylated 
tau accumulates as paired helical filaments [27] 
that in turn aggregate into masses inside nerve cell 
bodies known as neurofibrillary tangles thus dis-
playing the second form of protein misfolding 
abnormalities associated with AD. Tau hyper-
phosphorylation is affected by the action of differ-
ent protein kinase and phosphatase systems 
including proline-directed kinases such as 
mitogen- activated protein kinase 1 (MAPK1), 
glycogen synthase kinase 3 (GSK-3) and cyclin 
dependent kinase 5 (Cdk5), as well as non- 
proline- directed enzymes such as casein kinase1, 
protein kinase A, and MAP/microtubule affinity- 
regulating kinase 1 (MARK1) [28–30]. Intensive 
research on the physiology and pathology of tau 
protein led to the discovery that the two kinases; 
cyclin dependent kinase 5 (Cdk-5) and glycogen 
synthase kinase-3β (GSK-3β) are responsible for 
the tau posttranslational aberrant modifications 
[12, 31].

First, Cdk5 is activated by factors like p35 and 
p39, and is involved in tau phosphorylations as 
related to normal neurogenesis. Pathological 
change in Cdk5 regulatory patterns were found to 
be associated with neuronal death of hippocam-
pal neurons and tau hyperphosphorylation. 
However, pretreatment of cells with Cdk5 spe-
cific inhibitors such as butyrolactone I or by 
using anti-sense probes for Cdk5 was shown to 
protect cells against neuronal death and tau phos-
phorylation [31].

On the other hand, GSK-3 is a proline-directed 
serine-threonine kinase first identified in the late 
1970s as an enzyme that phosphorylates glyco-
gen synthase in the glycogen synthesis pathway. 
It plays an important role in many vital processes 

such as cellular signaling pathways, metabolic 
control, embryogenesis, cell death and oncogen-
esis [32]. Unlike other protein kinases, GSK-3 is 
normally constitutively active in all cells, and can 
be regulated through inhibition [33]. GSK-3 has 
two distinctive isoforms GSK-3α and GSK-3β, 
however it has been suggested that GSK-3β plays 
various functions in neurogenesis, differentiation 
during nervous system development [34–37] and 
axon development [38]. Thus, GSK-3β is a 
potential target in several neurological diseases 
in which its activity is increased such as in AD 
[39–41]. Moreover, evidence showed that pro-
gression of AD is mainly due to accumulation of 
a complexes of various molecules and gene prod-
ucts, including APP, Aβ peptide, presenilins, apo 
E4, tau, Wnt and Notch [42, 43] and products of 
oxidative stress [44, 45], as well as mediators of 
apoptosis (Fig. 11.3) [46].

Furthermore, a direct relation has been 
obtained between the GSK-3β and tau phosphor-
ylation, since overexpression of GSK-3β in trans-
genic mice has been reported to increase tau 
hyperphosphorylation and to cause some behav-
ioral deficits [47, 48]. GSK-3β, has also been 
shown to be associated with NFTs as co- 
expression of p25 and mutant human tau in mice 
led to the formation of NFTs with resulting neu-
rodegeneration. Interestingly, GSK-3β has been 
implicated in facilitating (APP) processing 
resulting in upregulation of the synthesis and 
aggregation of Aβ, with inhibition of GSK-3β 
reported to decrease Aβ level [28, 49–51].

Involvement of GSk-3β in many of the interac-
tions with AD related factors made this biomolecule 
a promising therapeutic target for AD management, 
which is the main focus of this review [25].

11.3  Insights into the Structure 
of GSK-3β

Structural analysis demonstrated that GSK-3β is 
a 47 kD cytosolic protein. The enzyme adopts the 
typical two-domain kinase fold with a β-strand 
domain (residues 25–138) at the N-terminal end 
and an α-helical domain at the C-terminal end 
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(residues 139–343) (Fig. 11.4). For optimal posi-
tioning of the catalytic groups involved in the 
ɣ-phosphate transfer, these two domains must 
exhibit certain alignment to ensure optimal con-
figuration of the substrate-binding site and cata-
lytic site of the kinase [52, 53]. The ATP-binding 
site is at the interface of the α-helical and β-strand 
domains and is bordered by the glycine-rich loop 
and the hinge. At the ATP binding site lie two 
conserved lysine residues, Lys85/86, that are 
important for binding ATP and stabilizing the 
ɣ-phosphate during transfer to the substrate [52, 
54–57]. The activation loop (residues 200–226) 
runs along the surface of the substrate binding 
groove [52]. It contains a conserved tyrosine resi-
due, Tyr216, which, when phosphorylated, is 
believed to increase GSK-3β activity approxi-
mately 200-fold [58]. However, in case of 
absence of Tyr216 phosphorylation, the activa-
tion loop is still able to achieve a conformation 
that strongly resembles the phosphorylated acti-
vation loop structure [52, 53, 55, 59, 60]. The 
most distal N- and C-terminal regions of GSK-3β 

are structurally disordered and are believed to be 
very flexible [52, 53, 56].

Moreover, outside the catalytic core, distinct 
amino acids in the C-terminal (approximate 
amino acids 344–388) are known for having a 
unique structure consisting of short helices and 
loops that pack against the large core helical 
domain [52, 53, 55, 61]. The β-strand domain 
consists of seven, antiparallel β-strands: strands 
2–6 form a β-barrel that is interrupted between 
strand 4 and 5 by a short helix (residue 96–102) 
that packs against the β-barrel. This helix is con-
served in all kinases, and two of its residues play 
key roles in the catalytic activity of the enzyme 
[52].

GSK-3β has a particular and unique require-
ment for two divalent magnesium ions allowing 
magnesium to bind to ATP for coordinating 
ɣ-phosphate transfer (Fig. 11.4) [62].

The key amino acids involved in functioning 
of GSK-3β are Arg96 that is involved in the 
alignment of the two domains and Glu97 which 
is positioned in the active site and forms a salt 

Fig. 11.3 Role of 
GSK-3β in the 
pathogenesis of AD
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bridge with Lys85, being considered a key resi-
due in catalysis. Finally, GSK-3β has two phos-
phorylation sites that influence the catalytic 
activity of the protein, Ser9 which is the phos-
phorylation site for AKT, and whose phosphory-
lation inactivates GSK-3β and Tyr216, located in 
the activation loop, where phosphorylation of 
which increases the catalytic activity of the 
enzyme [52].

11.4  GSK-3β Regulation 
and Inhibition

For GSK-3β to be inhibited, phosphorylation at 
the specific serine residue Ser9 occurs, allowing 
the N-terminus of the GSK molecule to bind 
within its own active-site-binding pocket [63].

GSK-3β can also be regulated by the Wnt sig-
naling pathway. In the absence of Wnt, GSK-3β 

activity is enhanced due to the formation of a 
complex with adenomatosis polyposis coli (APC) 
protein, Axin and β-catenin (Fig. 11.5). This 
complex in turn phosphorylates the β-catenin to 
be recognized by the ubiquitin ligase βTrCP, 
where it gets ubiquinated leading to its degrada-
tion [64, 65]. However, in case of Wnt incorpora-
tion, it binds both Frizzled and LRP5/6 receptors 
to initiate GRK5/6-mediated LRP phosphoryla-
tion as well as dishevelled/β-arrestin-mediated 
Frizzled incorporation. Consequently,  dishevelled 
protein (DVL) is recruited, where its membrane 
translocation and phosphorylation leads to disso-
ciation of β-catenin from the axin/APC/GSK3β 
complex, which in turn inhibits GSK-3β through 
formation of a complex with GSK-3β- binding 
proteins (GBPs) [66] or through activation of 
protein kinase C (PKC) [67] and stabilization of 
β-catenin [25]. Hence, β-catenin phosphorylation 
is inhibited and it accumulates in the cytosol. The 

Glycine rich
loop

Activation loopMg2+

C - terminal
domain

N - terminal
domain

Extra-domain

Hinge

ADP

Fig. 11.4 Structure of 
GSK-3β complexed with 
an ADP molecule [55]
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accumulated cytosolic β-catenin translocates into 
the nucleus to bind to LEF/TCFs co-transcription 
factors, which results in the Wnt-responsive gene 
transcription (Fig. 11.5) [68].

The phosphatidylinositol 3-kinase (PI3K)/Akt 
(also called protein kinase B) signaling pathway 
was also identified as an important mechanism 
supporting cellular proliferation and survival. 
Activated Akt is able to phosphorylate and mod-
ulate the activity of multiple proteins, which 
influences several cellular functions such as gly-
cogen synthesis, protein synthesis, gene expres-
sion, and the proliferation and survival of cells 
[69–71]. One of the targets of Akt is GSK-3β, 
where it phosphorylates Ser9 of the GSK-3β 
[63]. This regulatory action of Akt has been fur-
ther targeted by certain compounds that act as 
GSK-3β inhibitors [72]. Potent selective small 
molecule GSK-3β inhibitors have been shown to 
protect primary neurons from death induced by 
reduced PI-3k activity [73].

However, for designing GSK-3β inhibitors, 
the binding sites present were extensively 

explored. Examining almost 25 different GSK-3 
structures showed that GSK-3 has seven different 
pockets. The first three cavities were found to be 
the known binding sites of GSK-3, where the 
ATP, the substrate, and the peptides axin/fratide 
bind to this protein. Also, four new druggable 
cavities on GSK-3 in which different ligands 
could interact have also been discovered. One of 
them is located on the C-terminal lobe of the 
kinase and it is very exposed to solvent, another 
is located in the hinge region between the C- and 
N-terminal lobes, and finally, two of them are 
situated on the N-lobe of GSK-3 (Fig. 11.6) [74].

Most kinase inhibitors act by competition 
with either ATP or the metal-binding sites that 
are involved directly in the catalytic process. 
However, small molecular weight compounds 
might regulate GSK-3β activity by inhibiting the 
protein-protein interactions that are necessary for 
substrate binding by modulating the Tyr216 acti-
vation sites and the Ser9 inhibition sites, and by 
interfering with the intracellular targeting domain 
of GSK-3β [75].

Fig. 11.5 Wnt signaling regulation of GSK-3β. Abbreviations: Fzd Frizzled, GBP GSK3β binding proteins, DVL 
Dishevelled, βarr β-arrestin, GRK G protein-coupled receptor kinase [68]
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11.5  Therapeutic Interventions 
Related to GSK-3β Based 
on Small-Molecule Inhibitors

Since GSK-3β is embedded in multi-protein 
complexes, various small molecules are designed 
to target the interaction sites between GSK-3β 
and other proteins. Although this process is a 
major challenge in drug discovery, it has attracted 
more attention following recent successes and 
thereby three main classes of GSK-3β inhibitors 
have been introduced; metal cations, ATP com-
petitive and non-ATP competitive. Structure- 
based approaches are used to provide the insights 
into the key interactions shown by selective and 
nonselective ATP-competitive GSK-3β inhibi-
tors. Several other computational approaches 
have also been employed for the design and 
development of the GSK-3β inhibitors like 
Quantitative Structure Activity Relationship 
(QSAR) studies, pharmacophore map generation 
and molecular field approaches [73, 76, 77].

11.5.1  Metal Cations

Lithium was the first drug to be used as GSK-3β 
inhibitor even before evolution of the GSK3 
hypothesis. It has been used for more than 
50 years in treatment of neurological diseases. It 
acts via the GSK-3β by two distinct and interre-
lated mechanisms. First, the direct inhibition, 

where lithium competes with magnesium (essen-
tial for GSK-3β constitutive activity) at the cat-
ionic binding site, dislocating Mg2+ from the 
enzyme catalytic core and inhibiting the enzyme 
activity. This mechanism is attributed to the simi-
larities in properties between lithium and magne-
sium, allowing lithium to bind to and inhibit 
magnesium dependent substrates [78–81].

The Second is the indirect inhibition which 
involves the lithium induced activation of protein 
kinase C via Akt. This takes place usually in 
response to insulin or insulin growth factors, 
leading to phosphorylation of the Ser9 residue of 
the regulatory N terminal domain leading to 
 conformational changes and inactivation of GSK-
3β (Fig. 11.7) [82–84].

Another putative mechanism of action of lith-
ium is its ability to inhibit IMP and inositol poly-
phosphate 1-phosphatase activity by 
noncompetitive dislocation of Mg2+ from 
enzyme’s catalytic sites. Consequently, signifi-
cant reduction of inositol triphosphate formation 
is noticed, which leads to modulation of many 
intracellular pathways relevant to neuropsychiat-
ric disorders.

Finally, lithium can stimulate gene expres-
sion as well as the release of neurotrophic fac-
tors e.g.: brain-derived neurotrophic factor 
(BDNF) and vascular endothelial growth factor 
[85, 86] reducing the neurotrophic factors that 
play an important role in the physiopathology of 
AD [87].

Fig. 11.6 Potential sites 
for inhibition of GSK-3. 
Legend of the binding 
sites: 1 ATP, 2 substrate, 
3 axin/fratide, 4–7 new 
druggable cavities [74]
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The therapeutic range of lithium is 0.5–
1.5 mM, and its IC50 toward GSK-3β is 1–2 mM 
[88]. Upon testing lithium’s effect against 
Alzheimer’s and related neurodegenerative mod-
els, studies demonstrated that lithium blocks 
amyloid APP deposits and reduces Aβ secretion 
in cells and transgenic mice overexpressing APP 
[49, 51, 89]. Treatment with lithium also pre-
vented Aβ neurotoxicity in rat brain [90] and 
reduced tauopathy in transgenic mice overex-
pressing human mutant tau [91–93].

11.5.2  ATP-Competitive GSK-3β 
Inhibitors

For inhibitors to act by ATP-competitive inhibi-
tion, specific interactions with the key amino 
acids in the ATP-binding site must be formed. 
These interactions include hydrogen bonds with 
the backbone atoms of Asp133 and Val135. 
Pro136 seems to strengthen the interaction of the 
inhibitor with the backbone. For enhanced activ-
ity and selectivity, the amino acids Lys85, Glu97, 
and Asp200 are essential. Lys85 was observed to 
form two simultaneous salt bridges with Glu97 
and Asp200 (Fig. 11.8) [94].

11.5.2.1  Thiazoles
N-(4-methoxybenzyl)-N-(5-nitro-1,3-thiazol- 
2-yl)urea also known as AR-A014418 
(Compound 1, Table 11.1) is considered the most 
important thiazole derivative. Uniqueness of this 
compound arises from the fact that, unlike other 
most reported GSK-3β inhibitors, it is not a pow-
erful Cdk inhibitor. Moreover, its specificity 
against GSK-3β was demonstrated when tested 
and compared to 26 different kinases. Co-crystals 
of AR-A014418 and GSK-3β revealed that it 
resides at the ATP pocket with interactions along 
the hinge/linker region of the GSK-3β through 
three hydrogen bond interactions to the main 
chain atoms of the protein. The nitro, group of 
the inhibitor occupies the inner part of the ATP 
pocket; the closest distance between the nitro O 
to the selectivity residue Leu-132 is only 3.03 Å. 
The other end group from the inhibitor, the phe-
nyl ring, takes an orientation that is ∼108° out of 
the plane of the core inhibitor, such that it fits in 
π-cationic stacking interaction to the guanidine 
group of Arg-141 (3.8 Å) (Fig. 11.9). Based on 
its capacity as a GSK-3β inhibitor, AR-A014418 
showed inhibition of tau phosphorylation in cells 
overexpressing tau protein. The importance of 
AR-A014418 as a specific GSK-3β inhibitor 
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Fig. 11.7 Inhibitory regulation of GSK-3β by lithium. 
Lines with solid arrows represent stimulatory connec-
tions; lines with flattened ends represent inhibitory con-

nections. Dashed lines represent pathways with reduced 
activity as a result of lithium treatment. I-2 inhibitor-2, 
PP-1 protein phosphatase-l [76]
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arises from its ability to interfere with both tau 
phosphorylation and β-amyloid-induced toxicity. 
AR-A014418 inhibits recombinant human GSK- 
3β with an IC50 value of 104 ± 27 nM. Moreover, 
it inhibits tau phosphorylation in the transfected 
cells in a dose-dependent fashion exhibiting an 
IC50 of 2.7 μM, and it showed to be a more potent 
inhibitor when compared with lithium chloride 
(IC50 = 1.5 mM). Finally, AR-A014418 protects 
neuroblastoma N2A cells (a neuronal-like pheno-
type) in culture from death induced by reduced 
PI3K pathway activity in a dose-dependent man-
ner where its half-maximal effect of protection 
against N2A cell death is at a concentration of 
0.5 μM, and the maximal effect at 50 μM [95].

11.5.2.2  Indirubins
This is a family of bis-indoles extracted from 
various natural sources such as indigo-producing 
plants, several species of Gastropod mollusks 
and various wild-type or recombinant bacteria. 
Indirubins (Compound 2, Table 11.1) have been 
known for clear antiproliferative effects due to 
their ability to inhibit Cdk’s and GSK-3 [26]. 
Structure-activity relationship (SAR) studies 
suggested that indirubins bind to GSK-3β’s ATP 
binding pocket via hydrogen bonds with amino 

acids, Arg, Asn, Lys, Asp, Cys present in its 
binding pocket. These interactions assure the 
strong binding of indirubins and thus their effec-
tiveness to revert the GSK-3β’s function and stop 
the hyperphosphorylation of the microtubule and 
prevent NFT formation in manifestations of AD 
[96].

A variety of indirubins were identified as pow-
erful inhibitors of GSK-3β while others were 
inactive [97]. Indirubins’ analogues such as 
indiribin-3′-oxime (Compound 3, Table 11.1) is 
known to possess better pharmacological effect 
and less toxicity than other indirubins. The 
 crystal structure of indirubin-3′-oxime with 
GSK-3β shows that the binding pocket is divided 
into three parts [56]. The pocket which encloses 
the inhibitor between Ile62, Val70, and Ala83 on 
the top and Leu188 on the bottom and the hinge 
segment which is formed using the chain of 
Leu132- Asp133- Tyr134-Val135-Pro136. 
Interactions with this segment encompass three 
hydrogen bonds between the amino acids Asp133 
and Val135 of the protein and indirubin-3′-oxime 
are formed as follows: The N1 atom of the inhibi-
tor forms a hydrogen bond with the carbonyl 
oxygen of Asp133. The backbone nitrogen and 
carbonyl oxygen of Val135 are involved to form 

Fig. 11.8 Schematic view of the ATP binding pocket of GSK-3β; important areas for activity and selectivity are 
denoted by PDB 1I09 code [52]
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Table 11.1 ATP competitive GSK-3β inhibitors

Compound number, name Chemical structure

1. AR-A014418

2. Indirubins general structure

3. Indirubin-3-monoxime

4. 6-Bromoindirubin-3′-oxime

5. 6-BIDECO

6. 6-BIMYEO

7. Ruboxistaurin

(continued)
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Table 11.1 (continued)

Compound number, name Chemical structure

8. GF 109203X

9. Ro 31-8820

10. Staurosporine

11. Synthesized maleimide structure

12. SB-216763

13. SB- 415286

14. Paullone

(continued)
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Table 11.1 (continued)

Compound number, name Chemical structure

15. Alsterpaullone

16. Kenpaullone

17. Aloisines prototype structure

18. Aloisine A

19. Aloisine B

20. Oxadiazole derivative

21. Oxadiazole derivative

22. Hymenialdisine

(continued)
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Table 11.1 (continued)

Compound number, name Chemical structure

23. Dibromocantharelline

24. AZD 1080

25. Meridianin derivative

Fig. 11.9 Binding of AR-A014418 to GSK-3β. Hydrogen 
bonds between the inhibitor and the protein molecule are 
shown as yellow dotted lines [95]

the other two hydrogen bonds with O2 and N1 of 
the inhibitor, respectively. Finally, Arg141 shields 
the edge of the inhibitor’s aromatic ring from the 

bulk solvent by orienting its side-chain 
(Fig. 11.10) [56].

One indirubin, 6-BIO (6-bromoindirubin-3′-
oxime) (Compound 4, Table 11.1), widely used 
to investigate the physiological role of GSK-3β, 
has been considered as a lead compound for 
designing indirubins with better selectivity 
towards GSK-3β and optimum solubility. 
Consequently, the two recently developed indiru-
bin derivatives 6-BIDECO (6-bromoindirubin- 3-
[O-(N,N-diethylcarbamyl)oxime) (Compound 5, 
Table 11.1) and 6-BIMYEO (6- bromoindirubin-
3-[O-(2-morpholin-1-ylethyl)oxime) (Compound 
6, Table 11.1), have shown higher selectivity 
toward GSK-3β activities and less cytotoxicity 
compared with classical GSK-3β inhibitors [98]. 
These compounds retain the pharmacophoric fea-
tures of indirubins; the lactam nitrogen, the car-
bonyl and the heterocyclic nitrogen, which form 
key hydrogen bonds with the active site, and the 
6-bromo group, which is a selectivity determi-
nant for GSK-3β [99, 100].

11.5.2.3  Maleimides
Bisindolylmaleimides represent a class of potent 
GSK-3β inhibitors such as Ruboxistaurin 
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(Compound 7, Table 11.1), GF 109203X 
(Compound 8, Table 11.1) and Ro 31–8820 
(Compound 9, Table 11.1). They have been 
developed based on staurosporine (Compound 
10, Table 11.1), a microbial alkaloid that was 
identified as an early potent GSK-3β inhibitor 
(IC50 = 15.18 nM) [101]. Co-crystal structure of 
staurosporine with GSK-3β reveals its binding in 
the ATP-binding site. The hinge interactions 
include two hydrogen bonds, one from N1 of 
staurosporine to the Asp133 carbonyl oxygen 
and another from O5 of staurosporine to the 
backbone nitrogen of Val135. Another polar 
interaction is a water-mediated interaction from 
the methylamino nitrogen (N4) of the glycosidic 
ring to the carbonyl oxygen, of Gln185 [102–
106]. In the staurosporine complex, a water mol-
ecule is part of a hydrogen-bonding network that 
starts with Oɣ of Thr138, passes through four 
water molecules and ends with the carbonyl oxy-
gen of Val135 (Fig. 11.11). Finally, residues that 
contribute to the GSK-3β/staurosporine complex 
include Ile62, Gly63, Gly65, Val70, Ala83, 
Asp133, Tyr134, Gln185, Asn186, Leu188, 
Cys199 and Asp200 [56, 102–106].

Unfortunately, most of the bisindolylma-
leimides have suffered issues of toxicity, bad solu-

bility and poor selectivity, making them unsuitable 
for treatment of diseases such as AD [107, 108]. 
Hence, recent efforts in replacing one indole with 
other heteroaryl substituents led to the emergence 
of some monoindolylmaleimides such as 
imidazo[1,2-a]pyridinylindolylmaleimides, 7- 
azaindazolylindolylmaleimides, benzofuranylin-
dolylmaleimides, 4-azaindolylindolylmaleimides 
and 3-([1,2,4]triazolo[4,3-a]pyridin-3-yl)-4-(indol- 
3-yl)maleimides that have been identified as 
potent GSK-3β inhibitors. Among these 
maleimides, studies revealed that the introduction 
of a nitrogen atom at the 4-position of the indole 
ring could remarkably increase the selectivity 
towards GSK-3β [101, 109–112].

By having a closer look on an X-ray structure 
of a synthesized maleimide inhibitor (Compound 
11, Table 11.1) (Kd 0.05 nM on GSK-3β), it is 
clear that it occupies the ATP binding pocket of 
GSK-3β. Moreover, the structure revealed sev-
eral key interactions between the compound and 
GSK-3β. The maleimide NH acts as H bond 
donor interacting with Asp133 carbonyl group 
and one of the carbonyl groups from the 
maleimide acts as a H-bond acceptor to interact 
with Val135 NH. Together, they form the hinge 
interaction as seen in most kinase inhibitors. The 
other carbonyl group from the maleimide inter-
acts with Asp200 through water. The side chain 
shows additional polar interactions: the NH with 

Fig. 11.11 Binding of staurosporine to GSK-3β [56]
Fig. 11.10 Diagram showing the binding of indirubin- 3- 
monoxime to GSK-3β. Inhibitor molecule is shown in tan; 
water molecules and Mg2+ are shown in red and yellow, 
respectively. The N- and C-terminal domains are in blue 
and green, respectively [56]
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Asn186 via water and the terminal OH with 
Thr138 via water (Fig. 11.12) [113, 114].

Among the maleimides that have been devel-
oped as highly selective GSK-3β inhibitors are 
arylindolemaleimide SB-216763 (Compound 12, 
Table 11.1) and the anilinomaleimide SB-415286 
(Compound 13, Table 11.1) that are developed by 
GlaxoSmithKline as potent GSK-3β inhibitors 
with IC50 values within the low nanomolar range 
[100, 115].

11.5.2.4  Paullones
Paullone (7,12-dihydroindolo[3,2-d][1]
benzazepine- 6(5H)-ones) (Compound 14, 
Table 11.1), and its derivatives were identified as 
novel antiproliferative compounds during the 
high-throughput screening campaign performed 
at the National Cancer Institute, USA (NCI) in 
1999 [116].

Alsterpaullone (9-nitropaullone) (Compound 
15, Table 11.1), is considered the most potent 
GSK-3β inhibitor of the series (IC50 value of 
4 nM). The co-crystal structure of alsterpaullone 
bound in the GSK-3β ATP-active site showed 
that Alsterpaullone’s hinge interactions include 
two direct hydrogen bonds with Val135 and one 
water mediated interaction with Asp133. The N5 
and carbonyl oxygen atoms of alsterpaullone 
make a pair of hydrogen bonds with the back-
bone nitrogen, and carbonyl oxygen of Val135, 
respectively, and a water molecule bridges 
between the carbonyl oxygen atoms of alster-

paullone and Asp133. Moreover, alsterpaullone 
makes polar interactions between the nitro group 
in position 9 and the side-chain amino group of 
Lys85. The final polar interaction between alster-
paullone and GSK-3β occurs through a bridging 
water molecule; the water hydrogen bonds with 
N12 of alsterpaullone and the carbonyl oxygen of 
Gln185. A water molecule in this position is ori-
ented by a hydrogen bond network with Thr138 
Oɣ (Fig. 11.13) [56].

On the other hand, kenpaullone (Compound 
16, Table 11.1) displays neuroprotective effects 
against GSK-3β mediated mitochondrial dys-
function and stress-induced cell death [117]. The 
introduction of a 9-halogen in the indolobenzaz-
epinone scaffold favors improved inhibitory 
activity toward GSK-3β due to extensive interac-
tion with the Val135 residue justifying the 
enhanced selectivity for GSK-3β [100, 118].

11.5.2.5  Aloisines
Aloisines represent a family of compounds that is 
called following the first name of Dr. Alois 
Alzheimer. They are represented by the unsubsti-
tuted prototype 6-phenyl[5H]pyrrolo[2,3-b]pyr-
azines (Compound 17, Table 11.1). Two aloisines, 
aloisine A and aloisine B, are considered among 
the most well-known as well as potent aloisine 

Fig. 11.13 Alsterpaullone interactions with GSK-3β [56]

Fig. 11.12 X-ray of maleimide inhibitor bound to GSK- 
3β [113]
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analogues. Aloisine A (IC50 = 0.65 μM) 
(Compound 18, Table 11.1) is the most potent of 
those analogs tested and showed anti- proliferative 
effects in differentiated post mitotic neurons 
[119]. Complex structure of aloisine B 
(IC50 = 0.75 μM) (Compound 19, Table 11.1) 
with GSK-3β, showed that aloisine B is located 
in the cleft between two domains of GSK-3β 
which are the beta-sheet and alpha-helix. It 
reveals that substituent on position 3 of the pyr-
role ring is confined by the kinase residues near 
it, making too large substituent at this position 
detrimental for the inhibitory activity. As for the 
substituent on position 4 of the benzene ring, it 
points to the opening of the cleft, allowing bulky 

and hydrophilic substituents to contribute posi-
tively to the inhibition activity. Near that posi-
tion, there is an apolar residue, Leu188, which 
interacts with the substituent via hydrophobic 
interaction. The positive charged residue Arg141 
near position 4 of the benzene ring makes 
negative- rich substituent favored at this position, 
and the O atom in residue Val135, which is point-
ing to the position 5, makes a positive-rich sub-
stituent helpful (Fig. 11.14) [120].

11.5.2.6  Oxadiazoles
1,3,4-Oxadiazole-moiety is considered a new 
backbone scaffold of great potential for small 
molecules acting as ATP-competitive GSK-3β 
inhibitors. Various size aryls/heteroaryls have 
been introduced to position 2 and 5 of the 
1,3,4-oxadiazole ring to construct new molecules 
as potential enzyme inhibitors. Co-crystal struc-
ture of GSK-3β and the oxadiazole derivative 20 
(Table 11.1) (IC50 value of 65 nM in in vitro 
assay) showed multiple sets of interactions where 
the O1 oxygen and the hydrogen on the C2-carbon 
of the benzodioxole made hydrogen bonds with 
the amide NH hydrogen and carbonyl oxygen of 
Val135 in the hinge region, respectively. The 
4-methoxy-3-fluorobenzyl group fills the hydro-
phobic site and both the N3 and N4-nitrogen 
atoms of the oxadiazole are incorporated into the 
unique hydrogen bond network between Lys85- 
Glu97- Asp200 through two water molecules 
(Fig. 11.15). In addition, hydrophobic amino 
acids were observed near the benzodioxole ring Fig. 11.14 Binding of Aloisine B with GSK-3β [120]

Fig. 11.15 Interactions of oxadiazole derivatives with GSK-3β [121]
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and Arg141 was found adjacent to the gatekeeper. 
Based on the previous interactions, designing and 
synthesizing new compounds bearing similar 
groups to maintain the essential interactions was 
performed. As a result, a new compound 
(Compound 21, Table 11.1) having 
4- methoxyphenyl group on the core heterocycles 
and 3-cyano groups on the S-benzyl group to act 
as electron withdrawing group showed single- 
digit nanomolar potent inhibitory activity 
(IC50 = 2.3 nM) as well as 1000-fold selectivity 
towards GSK-3β when compared to other protein 
kinases. The major interactions of this compound 
with GSK-3β were hydrogen bonding of the 
benzimidazole core with the hinge region and the 
oxadiazole with Asp200. Finally, interaction of 
the 4-methoxyphenyl group with Arg141 was 
observed [121].

11.5.2.7  Miscellaneous

Hymenialdisine
The marine sponge constituent hymenialdisine 
(Compound 22, Table 11.1) is a potent inhibitor 
of GSK-3β. It competes at the ATP binding site 
where the hydrophobic residues lining the ATP 
binding cleft such as Ile62, Val110, Leu188, and 
Leu132 surround it. The two residues Asp133 
and Val135 are part of the kinase hinge region 
that forms 1–3 H-bonds with the hymenialdisine 
[75, 122]. In addition, electrostatic interactions 
exist between the O atom of the C ring and Lys85, 
as well as the nitrogen atoms of the cyclic guani-
dine and Asn186 and Asp200 in the GSK-3β 
(Fig. 11.16) [123].

Hymenialdisine also blocks the in vivo phos-
phorylation of the microtubule-binding protein 
tau at sites that are hyper-phosphorylated by 
GSK-3β in Alzheimer’s disease [124].

Dibromocantharelline
Dibromocantharelline is another marine sponge 
extracted compound. The initial docking results 
of dibromocantharelline (Compound 23, 
Table 11.1) presents some unique behaviors 
including the H-bond between the N1 atom and 
carbonyl oxygen of Val135, and the salt bridge 
involving the O atom of the B ring and the side 

chain of Arg141, as well as the electrostatic inter-
actions between the cyclic guanidine moiety and 
Gln185 and Asn186 (Fig. 11.17) [123].

AZD1080
AZD1080, 2-hydroxy-3-[5-[(morpholin-4-yl)
methyl]pyridin-2-yl]-1H-indole-5-carbonitrile 
(Compound 24, Table 11.1), is a potent and selec-
tive small molecule inhibitor of GSK-3β with a 

Fig. 11.16 Binding mode of hymenialdisine with GSK- 
3β [123]

Fig. 11.17 Binding mode of dibromocantharelline with 
GSK-3β [123]
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pKi of 7.5 (IC50 = 31 nM) that was discovered 
using structure-based drug design methods. High 
resolution X-ray crystal structure showed that 
AZD1080 binds in the ATP pocket of GSK-3β 
where the oxindole ring system forms hydrogen 
bonds to the back-bone of the ATP pocket. The 
cyano group is directed toward the conserved salt 
bridge and the solubilizing morpholine ring is 
pointed out toward the solvent area [125].

Meridianins
It is a family of brominated 3-(2-amino-
pyrimidine)-indoles (Compound 25, Table 11.1) 
that are isolated from the tunicate Aplidium-
meridianum, an ascidian collected near the South 
Georgia Islands. The very limited available SAR 
suggests that the primary amine of the pyrimi-
dine and the hydroxyl of the indole act as H-bond 
donors while the nitrogen of the pyrimidine 
could act as a H-bond acceptor [93, 126]. 
Although attempts have been performed to pre-
pare more selective Meridianins GSK-3β inhibi-
tors [127]. However, in all cases, they were most 
potent toward CDKs, and inhibition of GSK-3β 
was marginal [93, 128].

11.5.3  Non-ATP Competitive GSK-3β 
Inhibitors

11.5.3.1  The Thiadiazolidindione 
Family (TDZDs)

In 2002, the family of 1,2,4-thiadiazole-3,5- dione 
(TDZD) was reported as the first non-ATP com-
petitive GSK-3β inhibitors [129]. A wide range of 
TDZDs inhibits GSK-3β with IC50 values in the 
micromolar range. Regarding the SAR of this 
class, the size of the substituent attached to the N2 
of the thiadiazolidinone ring seems to be crucial 
for GSK-3β inhibition with the methyl moiety 
being the best substitution obtained. On the other 
hand, the nature of the substituent of N4 is also 
important for inhibition since potency is enhanced 
with the introduction of an aromatic moiety, such 
as phenyl, methylphenyl, or naphthyl groups, sug-
gesting favorable hydrophobic interactions with 
the enzyme. Regarding the alkyl substituents in 

this N4 position, only the smallest ones, such as 
ethyl moiety, result in a GSK-3β inhibitor. 
Carbonyl 3 of the framework is indispensable for 
activity as its substitution led to derivatives that 
mainly retain the inhibitory potency but decreased 
compound solubility and stability. Regarding the 
C5 carbonyl group, when it is replaced by bioiso-
steric imino moiety, a dramatic decrease in the 
inhibition is observed. This fact might suggest 
that the C5-carbonyl group is critical for binding 
however some alkyl/aryl or amino fragments can 
be tolerated at this position. Based on the 3D crys-
talline structure of GSK-3β a hypothetical bind-
ing mode is proposed where the negative charge 
on the TDZD heterocycle may be the driving 
force to recognize the oxyanion binding site of the 
enzyme. Moreover, interactions between the side 
chain of residues Arg96 and Lys205 and the cru-
cial carbonyl groups of TDZD might be possible. 
An additional disposition of the inhibitor with the 
N4 pointing out to the inside of the activation loop 
toward Tyr216 might be explain the potency of 
the N4-aryl TDZD by potential π-π stacking inter-
actions (Fig. 11.18) [129, 130].

Among the drugs that fall in this class are 
TDZD-8 (Compound 1, Table 11.2), NP00111, 
NP031115 and Tideglusib (Compound 2, 
Table 11.2). They have been identified as neuro-
protective drugs that decrease the tau phosphory-
lation [93, 131–134]. Only Tideglusib has 
reached phase II safety studies which showed 

Fig. 11.18 Proposed binding mode of TDZD to GSK-3β 
[129]
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that it is generally well tolerated and have a 
potential therapeutic efficacy in cases of mild to 
moderate AD patients that are already on cholin-
esterase inhibitor treatment for several months 
[135, 136]. As per the mode of inhibition of the 
tideglusib to GSK-3β, it was demonstrated that, 
tideglusib is an irreversible inhibitor of GSK-3β, 
thus explaining the non-competitive inhibition 
pattern with respect to ATP that was previously 
reported for other TDZDs. By comparing it to 
hypothemycin (molecule reported to inhibit 
GSK-3β via Cys-199 in the ATP-binding site) the 
role of Cys-199 on the inhibition caused by tide-
glusib is less clear. Although replacing Cys-199 
impaired notably the inhibitory effect of tideglu-
sib, such an effect was not fully abolished [137].

11.5.3.2  Marine Organism Extracted 
GSK-3β Inhibitors

Several GSK-3β inhibitors are isolated from marine 
organisms and have the potential to provide new 
scaffolds comparable to the already established 
inhibitors. From these natural inhibitors are the two 
marine compounds, the alkaloid manzamine A and 
the sesquiterpene palinurin (Compound 3 and 4, 
Table 11.2, respectively). First, Manzamines are 
complex β-carboline alkaloids isolated from Indo-
Pacific sponges and characterized as having an 
intricate and novel polycyclic system [138]. The 
binding site of manzamine A has been postulated 
by molecular modeling studies as an allosteric site 
at the back of the ATP site, just in the junction of 
C-terminal and N-terminal globes of GSK-3β, 

Table 11.2 Non-ATP competitive GSK-3β inhibitors

Compound number, name Chemical structure

1. TDZD-8

2. Tideglusib

3. Manzamine A

4. Palinurin

5. Halomethylketone general structure

X = Cl or Br

6. 6-(4-Pyridyl)pyrimidin-4(3H)-one derivative
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Fig. 11.19 Binding of Manzamine A with GSK-3β [140]

being the first GSK-3β allosteric modulator 
described [139]. As per the binding, the hydroxyl 
group of Tyr288 can form hydrogen bonds with the 

pyrrole hydrogen atom or with the hydroxyl group 
of the ligand (Fig. 11.19). Moreover, the ligand 
binding indirectly affects the conformation of the 
activation loop owing to the interaction with 
Phe229. As a consequence, a strong salt bridge is 
formed between the residues Arg96 and Glu211 
and the loop C moves toward the activation loop 
[140]. Manzamine A was able to inhibit GSK-3β 
with an IC50 of 10 μM. Moreover, treatment of the 
SH-SY5Y cells (often used as in vitro models of 
neuronal function and differentiation) with manza-
mine A at different concentrations (5, 15, and 
50 μM) resulting in a decrease of tau phosphoryla-
tion [138].

Second, the sesquiterpene palinurin has been 
announced as cell permeable non-ATP competi-
tive GSK-3β inhibitor able to reduce tau phos-
phorylation in cell cultures [141]. Its molecule 
can be differentiated into two parts: the hydro-
philic, negatively charged tetronic ring, and the 
hydrophobic sesquiterpene fragment [142]. 
Docking of the molecule with GSK-3β showed 

Fig. 11.20 Binding of 
Pallinurin, with GSK-3β 
[143]
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possible binding in more than one site. The first 
pocket is located at the bottom of the C-terminal 
lobe, the ring was captured in a small cavity 
formed by the side chains of residues Thr152, 
Val155, Arg306 and Pro278. The ring shape fit-
ted very well inside the cavity, but only one inter-
action was formed with the positively charged 
side chain of Arg306 [143].

The second most populated pocket, seeming 
to be a better binding site for palinurin, is located 
at the N-terminal lobe. In this pocket, Lys86 
formed a salt-bridge and a hydrogen bond with 
the deprotonated hydroxyl of the tetronic ring, 
and Tyr56 was hydrogen bonded to the carbonyl 
group of the ring [143]. These compounds are 
valuable candidates, with privileged scaffolds 
provided by nature, to be considered for further 
optimization of synthetic, biological, and ADME 
properties in a drug development process 
(Fig. 11.20) [12].

To confirm the inhibitory effect of pallinurin 
on GSK-3β activity, the isolated natural com-
pound was tested showing IC50 values of 
2.6 mM. Finally, treatment of human neuroblas-
toma SH-SY5Y cells with palinurin at different 
concentrations resulted in a decrease of tau phos-
phorylation starting at 35–50 mM [143].

11.5.3.3  Halomethylketones (HMKs)
Synthesized derivatives of halomethylketone 
(Compound 5, Table 11.2) share the same struc-

tural features: a substituted thiophene ring and a 
ketone group. They represent the first known irre-
versible inhibitors of GSK-3β with IC50 values in 
the low micromolar range. They are reported to 
decrease tau phosphorylation in cell cultures, 
good kinase and neurotransmitter selectivity, and 
ability to cross the blood-brain barrier. Their 
inhibitory activity is mediated by covalent modi-
fication of Cys199 residue [12, 144–146].

11.5.3.4  Pyrimidinones
Those are class members that have been recently 
studied as potential GSK-3β inhibitors [147–
149]. Docking study of a 6-(4-pyridyl)pyrimidin- 
4(3H)-one derivative (Compound 6, Table 11.2) 
with GSK-3β showed that the nitrogen atom on 
the pyridine ring made a hydrogen bond with the 
amide of Val135 and the oxygen atom of the car-
bonyl moiety in the pyrimidone ring made a 
hydrogen bonding network with Lys85. An addi-
tional interaction was observed between the phe-
nyl group and the guanidinyl moiety of Arg141 
through a cation–π interaction. A further hydro-
gen bonding was observed between the hydrogen 
donor moiety on the 3-position of pyrimidone 
with amino acid residues of the external region in 
the ATP-binding site (Fig. 11.21). This com-
pound has shown subnanomolar inhibitory activ-
ity (IC50 = 8.9 nM) and good brain permeability, 
and reduced tau phosphorylation by 24% in 
mouse brain [149].

Fig. 11.21 Binding of 
HMK derivative with 
GSK-3β [149]
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11.5.3.5  Others
Some drugs are thought to bind through other 
binding sites rather than that of ATP or substrate. 
The GSK-3β surface has been mapped and four 
potential allosteric sites were discovered. These 
sites should be used for future rational drug 
design and discovery of small selective inhibitors 
that may reach clinical development as future 
therapies for severe diseases where GSK-3β is 
up-regulated [74]. One of the recently discovered 
inhibitors that bind allosterically to GSK-3β is 
the quinolone derivative VP0.7, that is neither 
considered a non-ATP nor substrate competitive 
GSK-3β inhibitor, where it binds to an allosteric 
pocket in the C-terminal lobe of the enzyme. 
Docking studies proposed a change in the activa-
tion loop of the enzyme that may be responsible 
for this allosteric modulation [74, 143].

11.6  Conclusion

Playing a key role in the hyperphosphorylation of 
tau protein, one of the two major hallmarks of 
AD, glycogen synthase kinase-3β (GSK-3β) sig-
nified to the research community a thriving target 
for the management of AD. Consequently, many 
GSK-3β inhibitors have been developed over the 
past years in an attempt to find biologically active 
molecules for the management of AD. These 
inhibitors have been classified into metal cations, 
ATP-competitive, and non-ATP competitive. 
Most of these discovered classes include potent 
compounds showing high inhibitory activity, 
good brain permeability, as well as remarked tau 
phosphorylation reduction in animal models 
which led to the progression of some of them to, 
the clinical trials stage. Data presented hereby 
beacons the various classes of GSK-3β inhibitors 
shedding light on their pharmacophoric structural 
features, SAR and modes of molecular interac-
tions with their biological target. It is believed 
that information displayed herein pave the way 
for future design and discovery of more GSK-3β 
inhibitors based on a combined understanding of 
the various presented chemical backbone scaf-
folds and personalizing the interventions to an 
individual’s molecular risk and disease pathology 
profile.
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Abstract

Chronic tissue and organ failure caused by an injury, disease, ageing or 
congenital defects represents some of the most complex therapeutic chal-
lenges and poses a significant financial healthcare burden. Regenerative 
medicine strategies aim to fulfil the unmet clinical need by restoring the 
normal tissue function either through stimulating the endogenous tissue 
repair or by using transplantation strategies to replace the missing or 
defective cells. Stem cells represent an essential pillar of regenerative 
medicine efforts as they provide a source of progenitors or differentiated 
cells for use in cell replacement therapies. Whilst significant leaps have 
been made in controlling the stem cell fates and differentiating them to cell 
types of interest, transitioning bespoke cellular products from an academic 
environment to off-the-shelf clinical treatments brings about a whole new 
set of challenges which encompass manufacturing, regulatory and funding 
issues. Notwithstanding the need to resolve such issues before cell replace-
ment therapies can benefit global healthcare, mounting progress in the 
field has highlighted regenerative medicine as a realistic prospect for treat-
ing some of the previously incurable conditions.

Keywords
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12.1  Introduction

The ultimate goal of regenerative medicine is to 
heal diseased or injured tissues and organs either 
by replacing them or enhancing their regenera-
tion potential in situ [1]. Curing the disease using 
innovative regenerative medicine therapies prom-
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ises to revolutionise the healthcare of the future. 
The need for effective regenerative medicine 
therapies has been intensified by the projections 
for an increasingly ageing world population and 
the consequent predicted rise in age-associated 
degenerative diseases [2]. Against this daunting 
background, the historical precedent of alloge-
neic transplantation highlights cell replacement 
as a conceivable approach to treating degenera-
tive diseases [3]. Nonetheless, the large-scale 
deployment of such an approach has been limited 
by the lack of an adequate supply of cells, as the 
demand for donated tissues and organs by far 
outweighs the current and future clinical need. 
The advent of stem cell technologies has had a 
profound impact on the field of regenerative 
medicine, providing exciting new perspectives 
promising to overcome the existing limitations. 
Indeed, recent years have witnessed tremendous 
progress towards this goal, with several ongoing 
clinical trials involving stem cell-derived cells for 
treatment of degenerative diseases. Here, we start 
by providing a brief overview of the main types 
and characteristics of stem cells as the main 
sources of cells for regenerative medicine thera-
pies. Furthermore, we discuss several examples 
of the development of stem cell-based therapies 
for currently incurable diseases caused either by 
injury (spinal cord injury), degeneration 
(Parkinson’s disease) or developmental anoma-
lies (Hirschprung’s disease). Finally, based on 
the current data and lessons learnt from the past 
and current stem cell-based clinical studies, we 
highlight the main outstanding hurdles hamper-
ing the translation of stem cell-based cellular 
therapies into standard clinical practice.

12.2  Stem Cells as a Source 
of Cells for Regenerative 
Medicine

Stem cells are broadly defined as cells that have 
the ability to replenish their own population (the 
feature known as self-renewal) and the ability to 
produce more specialised cell types (differentia-
tion) [4]. These unique features make stem cells 
an ideal source of cells for regenerative medicine, 

as they allow production of an unlimited number 
of cells of a particular type that could be used to 
replace the missing or diseased cells in the body. 
Although by definition all stem cells possess the 
ability to self-renew whilst retaining the ability to 
differentiate, different types of stem cells can be 
distinguished based on various criteria. For 
example, according to their developmental ori-
gin, stem cells can be categorised as either adult 
or embryonic. The adult stem cells are typically 
found in adult somatic tissues where they main-
tain tissue homeostasis and are hence also termed 
tissue-specific stem cells. On the other hand, 
embryonic stem cells originate from the early 
embryos [5–7]. The adult and embryonic stem 
cells also differ in their ability to give rise to dif-
ferentiated cell types. Adult stem cell differentia-
tion is typically limited to the cell types of the 
tissue where they reside, a feature known as mul-
tipotency. In contrast to this, embryonic stem 
cells have the ability to produce all of the cell 
types in the body, and this broad developmental 
potential of embryonic stem cells is termed pluri-
potency [5, 6].

12.2.1  Multipotent Stem Cells

Multipotent stem cells support the life-long tis-
sue regeneration and homeostasis due to their 
ability to produce all of the cell types of their 
residential tissue or organ. Through seminal work 
of two Canadian scientists, Till and McCulloch, 
the hematopoietic stem cell was the first multipo-
tent stem cell identified, and it remains the best 
characterised stem cell to date [8, 9]. Capable of 
multilineage differentiation to all of the blood 
lineages, hematopoietic stem cells have to daily 
replenish billions of cells lost from the hemato-
poietic system due to the limited life-span of spe-
cialised blood cells. Hematopoietic stem cells 
have also provided a paradigm for cell replace-
ment therapies. Indeed, the transplantation of 
hematopoietic stem cells has been clinically used 
since the 1950s as a treatment for blood and bone 
marrow cancers [10]. The treatments are based 
on the ability of transplanted hematopoietic stem 
cell from a tissue-matched donor to reconstitute 
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all of the blood cells in a patient whose bone mar-
row has been ablated using irradiation or chemo-
therapy [11, 12].

Another example of a tissue in which a rapid 
turn-over of specialised cells is underpinned by a 
self-renewing stem cell population is the intesti-
nal system. The intestine is one of the fastest 
renewing tissues in the body, with an entire intes-
tinal epithelium being replaced every 4–5 days, 
hence warranting a constant production of the 
differentiated cells [13]. Unlike the hematopoi-
etic stem cells, which are relatively easily acces-
sible and whose functional identity can be shown 
by a transplantation of a single cell, the identifi-
cation of stem cells in the gut relied on the lin-
eage tracing analyses [14]. Such analyses 
revealed the intestinal stem cell at the apex of the 
intestinal tissue hierarchy, giving rise to differen-
tiated cell types of the gut which carry out their 
specialised functions [15, 16].

In contrast to the rapidly renewing tissues 
such as blood, gut, and skin, the regenerative 
capacity of some other tissues, such as the central 
nervous system is less apparent. Nonetheless, 
neural stem cells have been identified in the adult 
central nervous system, albeit mainly limited to 
restricted regions of the hippocampal dentate 
gyrus [17] and the subventricular zone of the lat-
eral ventricular wall [18]. Harnessing the thera-
peutic potential of the neural stem cells could be 
possible either through stimulating their regen-
erative capacity in vivo, or purifying them and 
expanding in vitro prior to the therapeutic appli-
cations [19]. However, given the difficulties in 
isolating neural stem cells from in vivo sources, a 
promising alternative supply of neural stem cells 
are human pluripotent stem cells, which appear 
to have the ability to generate large numbers of 
neural stem cells that can be patterned to various 
sub-types useful for regenerative medicine [20].

12.2.2  Pluripotent Stem Cells

Defined by the ability to self-renew and give rise 
to cells from all three embryonic germ layers 
(ectoderm, mesoderm, and endoderm), the two 
types of pluripotent stem cells with likely clinical 

applications are human embryonic stem cells 
(hESCs) and human induced pluripotent stem 
cells (hiPSCs). HESCs were first derived in 1998, 
almost 20 years after the establishment of mouse 
embryonic stem cell lines [7]. The publication of 
the seminal paper describing the process of deri-
vation of hESCs from donated surplus IVF blas-
tocysts spurred a flurry of interest into stem cell 
research. The ability of hESCs to differentiate 
into somatic cell types in vitro was quickly recog-
nised as an enormous opportunity for basic 
research, disease modelling and, most impor-
tantly, as a long-awaited source of cells for regen-
erative medicine. In another remarkable 
breakthrough in the field, Yamanaka and col-
leagues generated human induced pluripotent 
stem cells (hiPSCs) by reprogramming somatic 
cells using only four transcription factors [21]. In 
addition to alleviating some of the ethical issues 
associated with the derivation of hESCs, repro-
gramming of somatic cells allows derivation of 
patient-specific pluripotent cells. This, in turn, 
provides a platform for personalised approach to 
medicine, be it for disease modelling and drug 
discovery or for the production of patient-specific 
(and hence immuno-compatible) cells for cell 
replacement therapy (Fig. 12.1).

A number of intracellular and cell-surface 
markers are associated with the undifferentiated 
state of hPSCs and hence used to identify undif-
ferentiated cells in culture. These include core 
pluripotency transcription factors POU5F1 
(OCT4) and NANOG, and cell surface antigens 
such as TRA-1-60, TRA-1-81, SSEA3, and 
SSEA4 [22]. However, it should be noted that 
whilst the aforementioned markers can be used to 
assess hPSC phenotypes, the true definition of 
hPSCs is based on their functional features of 
self-renewal and differentiation. Therefore, 
assessing whether a cell is a true stem cell should 
ultimately test its functional attributes. This is 
one of the major difficulties when assessing 
hPSCs, since their true developmental potency 
can only be demonstrated by placing cells in an 
environment where they can differentiate to cells 
from all three parent lineages that go on to gener-
ate the complete embryo. Equivalent experiments 
are performed with murine PSCs, whereby the 
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cells are injected into a mouse blastocyst, fol-
lowed by embryo transfer into a pseudopregnant 
foster female. If the injected PSCs are truly plu-
ripotent, they will contribute to all the cell lin-
eages in the chimeric mouse, including the germ 
line. Obviously, ethical principles do not allow 
this type of functional assessment of hPSCs, and 
alternative in vitro and in vivo assays are used as 
surrogate tests for assessing functional aspects of 
hPSCs. In particular, the teratoma assay has been 
considered a gold standard test of pluripotency 
[23]. The assay entails injecting hPSCs into an 
ectopic site of an immunodeficient mouse. In 
such an in vivo environment, hPSCs tend to form 
complex tumours (teratomas), containing differ-
entiated cells and haphazardly organized tissues. 
Importantly, the cells and rudimentary tissues in 
teratomas are of ectodermal, mesodermal and 
endodermal origin, and the presence of cells from 
all three embryonic germ layers has been consid-

ered as evidence of pluripotency of injected 
hPSCs [24].

12.2.3  Differentiation of Human 
Pluripotent Stem Cells

Differentiation of stem cells to desired special-
ised cell types is an essential prerequisite to 
utilising these remarkable cells for therapeutic 
applications. Nonetheless, although in theory 
hPSCs can make any cell type in the body, deci-
phering instructive cues that drive these unspe-
cialised cells to a fully functioning mature cell 
type of choice has proven an arduous task. Early 
efforts of finding the appropriate differentiation 
protocols for hPSCs have been focused on the 
production of just a handful of cell types out of 
over two hundred possible differentiated types 
that build the human body. The cell types in ques-

Fig. 12.1 The cell replacement therapy paradigm. Two 
main approaches include allogeneic approach using adult 
stem cells or human embryonic stem cells (hESCs) 
(right), and personalised approach, which utilises patient- 
derived human induced pluripotent stem cells (hiPSCs) 
(left). In either approach, stem cells are directed to differ-

entiate to desired cell types prior to transplantation into 
patients. In the case of genetic disorders, it may be neces-
sary to correct the disease-causing mutation in hiPSCs by 
genetic engineering in order to generate functional 
patient-specific differentiated cells (mutation correction)
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tion were deemed to have the greatest therapeutic 
significance, including pancreatic beta cells, 
hepatocytes, cardiomyocytes, and neurons [25]. 
These early efforts of producing specialised cell 
types from hPSCs were plagued by issues con-
cerning differentiation efficiency, robustness, and 
reproducibility. It is worth noting that the early 
methods for culturing hPSCs entailed growing 
them on a layer of mitotically inactivated mouse 
embryonic fibroblasts in a media that included 
fetal bovine serum. Not surprisingly, such a 
chemically undefined culture system suffered 
from batch-to-batch variability and a consequent 
lack of reproducibility. Some of the robustness 
and reproducibility issues also appeared to be 
due to seemingly differing propensities of hPSC 
lines for differentiation to specific lineages [26]. 
In the years that followed, meticulous studies 
contributed to vastly improved differentiation 
protocols, directing hPSC differentiation to a 
number of cell types of interest. Although argu-
ably each of the differentiation protocols devel-
oped had specific intricacies, some of the 
common denominators started to emerge as key 
principles that can be applied to instructing hPSC 
differentiation. In particular, the majority of suc-
cessful protocols for hPSC differentiation in a 
monolayer are based on mimicking cues that the 
cells experience during normal embryonic devel-
opment [25]. Admittedly, not much is known 
about the very early stages of human embryonic 
development in vivo, due to the inaccessibility of 
the early embryo and the ethical concerns with 
performing human developmental studies. 
Nonetheless, very informative studies on the 
development of other mammalian species and the 
differentiation studies of the mouse embryonic 
stem cells have provided the crucial insight into 
the signalling prompts that hPSCs may experi-
ence during development. In line with mimicking 
the developmental processes, the successful dif-
ferentiation of hPSCs typically requires stepwise 
protocols, whereby each stage of differentiation 
is carefully instructed with specific signalling 
cues before the ensuing progenitor cells are 
exposed to a new set of signals. A seminal study 
by Wichterle et al. [27] demonstrated this para-
digm by differentiating hPSCs to motor neurons 

through sequential manipulation of signalling 
pathways that underpin motor neuron specifica-
tion during embryo development. This concept 
was subsequently applied to generate numerous 
cell types from hPSCs, including various neuro-
nal subtypes (spinal motor, cortical, DA and 
GABA neurons), cardiomyocytes, hepatocytes 
and β-cells (summarised in [28]).

12.3  Progress in the Development 
of hPSC-Based Cell 
Replacement Therapies

The establishment of protocols for hPSC differ-
entiation to various differentiated cell types has 
spurred progress of hPSC-based cell replacement 
therapies towards clinical trials. Here we give a 
brief overview of the progress in the trials for spi-
nal cord injury and Parkinson’s disease. Several 
other ongoing clinical trials are examining the 
safety/efficacy of cell replacement therapies for 
the treatment of chronic conditions such as reti-
nal degeneration, heart failure and diabetes 
(reviewed in [29]). In addition, driven by 
immense clinical need and the ability to obtain 
appropriate cell types, further clinical studies 
may be on the horizon. We highlight a develop-
mental disorder, Hirschprung’s disease, as a con-
dition potentially amenable to treatment by cell 
replacement therapy.

12.3.1  Regenerative Medicine 
Approach to Treatment 
of Spinal Cord Injury

Spinal cord injury is one of the key target injuries 
for a regenerative medicinal approach. There are 
more than 10,000 new cases per year in the USA, 
with long-term repercussions for sufferers requir-
ing constant care resulting with an estimated cost 
of $4 billion annually (reviewed in [30]). 
Permanent paralysis and loss of sensation upon 
traumatic spinal cord injury is caused by the 
death of neurons and glia cells. In some cases, a 
key issue arises from demyelination of otherwise 
intact axons, leading to the loss of function and 
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degeneration of neurons [31]. In such cases, a 
potential approach for treating spinal cord injury 
could entail transplanting the patients with cells 
capable of remyelinating spinal cord neurons in 
order to prevent their degeneration. Such an 
approach was tested in animal models of spinal 
cord injury, whereby animals were transplanted 
with progenitor cells capable of differentiating 
into oligodendrocytes in vivo. Cell types that 
have been tested as a source of cells for generat-
ing oligodendrocyte progenitors prior to trans-
plantation include hESCs [32, 33], neural stem 
cells [34] and hiPSCs [35]. Given the ability of 
hPSCs to give rise to an unlimited number of 
cells in vitro, they were considered a particularly 
promising source of cells for therapeutic applica-
tions [32, 33]. Recovery of motor function in ani-
mal models of spinal cord injury provided an 
impetus for clinical trials to test safety and effi-
cacy of hESC-derived oligodendrocytes for the 
treatment of spinal cord injury [36]. Clinical tri-
als were commenced by the Geron corporation in 
2010, with the Phase I of the trial designed to test 
the safety of the product through dose escalation. 
The starting dose was two million cells injected 
into the spinal cord of each patient. For spinal 
cord injury, this represents a relatively low dose 
as calculations based on the equivalent experi-
ments in rat models indicate that 20 million cells 
would need to be transplanted for any rescue of 
function. In line with that, no major improve-
ments were noted in the patients’ motor function 
in the safety trial. Minor adverse events were 
reported when patients were checked 1 week to 
1 year post-transplantation, but there was no evi-
dence of serious adverse events, tumours or 
rejection of the transplanted cells. Although this 
clinical trial was initially met with optimism, it 
was terminated after two years for commercial 
reasons [37]. Recently, Geron’s oligodendrocyte 
differentiation protocol was acquired by Asterias 
Biotherapeutics, who are in the process of recruit-
ing for a follow-up safety trial (http://www.
scistar- study.com/).

12.3.2  Regenerative Medicine 
Approach to Treatment 
of Parkinson’s Disease

Parkinson’s disease (PD) is a neurodegenerative 
condition with the characteristic clinical features 
of tremor, rigidity, and slowness of movement, 
together with a range of non-motor features. It 
affects 1–2% of the population over the age of 65 
[38] and has a significant burden of disease. 
There is currently no treatment that alters the 
course of the disease and 60% of patients prog-
ress to severe disability or death within 8 years of 
diagnosis [39]. The pathological hallmark of the 
disease is the loss of a specific subtype of dopa-
minergic neurons from the substantia nigra 
within the midbrain. The focal loss of this rela-
tively rare population of cells makes the disease a 
prime target for cell replacement therapy.

Efforts to identify a viable source of dopami-
nergic cells for transplantation to the PD-affected 
brain began in the 1970s. Grafts derived from 
fetal ventral mesencephalon (fVM) showed the 
most promise with evidence of successful 
engraftment into the host brain, the ability to 
release dopamine and to ameliorate motor defi-
cits in experimental animals [40]. The outcome 
of human transplantation of fVM tissue has met 
with variable results but there it is clear that in 
some cases it provides an effective and durable 
therapy with some patients able to remain off 
pharmacotherapy for over 15 years after trans-
plantation [41]. Whilst this work provides a proof 
of concept that cell replacement strategies can be 
a successful treatment for Parkinson’s Disease, 
the ethical and availability issues associated with 
fetal tissue preclude this from being a viable ther-
apy outside of research studies.

Advances in stem cell and neural differentia-
tion techniques now raise the prospect of being 
able to replicate the positive clinical outcomes 
using pluripotent stem-cell derived graft mate-
rial. A major achievement in the field was the 
development of protocols, which can generate 
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high yields of the specific A9 dopaminergic neu-
ron subtype that is affected in the disease [42]. 
These protocols have now been adapted to clini-
cal grade reagents and culture conditions and 
preclinical work has demonstrated these cells to 
be safe and have a similar efficacy to fetal-derived 
cells when transplanted in animal models [43]. It 
is expected clinical trials will begin over the next 
few years at a number of centres around the world 
[44].

For these initial trials, an allogeneic approach 
using a single hESC or hiPSC source cell line has 
been favoured. The relatively immunologically 
privileged status of the brain means that the life-
long immunosuppression may not necessarily be 
essential in CNS transplantation. In patients who 
have been transplanted with fetal cells from an 
allogenic source, it has been demonstrated that a 
finite period of immunosuppression following 
transplantation (ranging from 12 months to 
5 years) is sufficient for tolerance to the cells to 
be induced, with evidence that the grafts can then 
continue to survive for decades in the absence of 
immunosuppression [41, 45]. Despite this, two 
groups have been working towards an autologous 
hiPSC-derived cell therapy for Parkinson’s dis-
ease [46, 47], although one of these groups 
appears to have shifted focus to allogeneic haplo-
banked hiPSCs. One alternative approach that 
has already reached clinical trial has involved the 
use of parthenogenic stem cells. This is the first 
clinical trial to be approved for a stem-cell 
derived therapy in Parkinson’s disease, with the 
first patient treated in 2016. There are, however, 
concerns that the differentiated cell type used in 
this trial may not be optimal and that the support-
ing pre-clinical data for this approach was limited 
[48]. It will be several years before it will be 
known if cell replacement therapies can provide 
an effective and viable therapy for Parkinson’s 
disease. Not only will this potentially provide a 
first example of the use of stem cell-based ther-
apy for a neurodegenerative disease, but will also 
provide information about the relative merits the 
different source material and differentiation strat-
egies being employed by different groups to pro-
duce their cell transplantation product.

12.3.3  Regenerative Medicine 
Approach to Treatment 
of Hirschprung’s Disease

Hirschsprung’s disease is a congenital disorder 
with an incidence of 1 in 5000 live births 
(reviewed in [49]). The patients are born with a 
segment of gut that is not innervated by the 
enteric nervous system, resulting in the con-
stricted colon and the inability of patients to def-
ecate [50]. Unless there is surgical intervention to 
remove non-innervated part of the gut within 
24 h of birth, Hirschsprung’s disease is fatal [51]. 
Given that the disease is underpinned by an 
absence of a particular cell type – enteric neu-
rons – cell replacement therapies have been 
thought to be the ideal treatment for 
Hirschsprung’s disease [52]. The key regenera-
tive medicine approaches for Hirschsprung’s dis-
ease would involve deriving the correct precursors 
for the enteric nervous system, transplanting 
them en masse and allowing them to migrate, dif-
ferentiate and integrate with the gut, thus allow-
ing for the rescue of peristalsis and relaxation of 
the constricted gut [53]. Due to the sheer length 
of the gut, it is essential for sufficient numbers of 
cells to be generated for any regenerative therapy, 
which has led to significant work into conditions 
that will allow for expansion of enteric progeni-
tors prior to differentiation into enteric neurons. 
Considerable promise has been demonstrated 
with studies from mouse gut stem cells, where 
both fetal and adult stem cell populations have 
been isolated, expanded and shown to form neu-
ral and glial derivatives after transplantation in 
vivo [54, 55]. The ability to form neurospheres 
that generate neurons and glia is not limited to 
gut stem cells. Central nervous system-derived 
stem cells have also been touted as a source of 
cells for enteric nervous system transplantation 
[53]. In addition, there has been significant prog-
ress in generating enteric neurons from hPSCs 
[56]. Transplantation of hPSC-derived enteric 
neuron precursors into a mouse model of 
Hirschsprung’s disease (Ednrb−/−) led to the 
migration of cells along the gut and rescued the 
mutant mice from dying [56]. HPSC-derived 
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enteric neurons can also innervate hPSC-derived 
gut organoids, which represent the three- 
dimensional models of the gut tissue comprising 
various cell types present in the gut epithelia as 
well as the smooth muscle that surrounds it [57]. 
Combining the enteric neural progenitors with 
gut organoids led to the formation of enteric gan-
glia and innervation of the smooth muscle, thus 
allowing the control of peristalsis [57].

Whilst such preclinical studies provide proof 
of concept for cellular replacement approaches 
for the treatment of Hirschsprung’s disease, more 
work is warranted to specifically assess long- 
term safety and functionality of any transplanted 
cells. The presence of immune cells in the gut is 
an added complication to this therapy that may 
not present an issue in the treatment of some 
other diseases, such as Parkinson’s. In addition, 
the number of cells required for treatment of 
Hirschsprung’s disease is a major hurdle to be 
overcome. Indeed, due to the length of the gut, it 
is anticipated that transplantation of vast amount 
of cells will be required to sufficiently reinner-
vate aganglionic areas. Apart from the issues of 
producing the large numbers of cells, this will 
also have implications for the method of trans-
plantation. For example, an injection of cells, 
which appears a choice delivery of cells for 
Parkinson’s disease, may not be the best method 
for Hirschsprung’s disease. Current preclinical 
methods are utilising neurospheres or cells 
encased in extracellular matrix, but these meth-
ods have not been optimised as yet to achieve the 
best functional rescue. Potentially the best 
method will be a combination of hPSC-derived 
enteric neural crest cells in a bioengineered 
device, which can assist in cell grafting and 
reducing immunogenicity [58].

12.4  Lessons Gleaned from Past 
and Current (Pre)Clinical 
Studies

As we await results from current clinical trials on 
the safety and efficacy of hPSC-derived cellular 
products in regenerative medicine therapies, it is 
appropriate that we take stock of key challenges 

that have plagued clinical translation thus far, 
with a view of informing future developments in 
the field.

12.4.1  The Challenge of Producing 
Specific Mature Cell Types

The ability to control and direct differentiation of 
hPSCs to desired functional cell types is an 
essential prerequisite for regenerative medicine 
efforts. Significant progress has been made 
towards establishing chemically-defined proto-
cols for hPSC differentiation to a variety of cells 
types, including cardiomyocytes [59], hindbrain 
and spinal cord neural stem cells [60], epicardial 
cells [61], and vascular smooth muscle subtypes 
[62]. However, many of the protocols yield the 
differentiated cells that exhibit a relatively imma-
ture phenotype. For example, phenotypes of 
hPSC-derived cardiomyocytes reflect structural, 
molecular and electrophysiology phenotypes of 
fetal, rather than fully mature adult cardiomyo-
cytes [63, 64]. Similarly, phenotypic and func-
tional features of hPSC-derived hepatocytes [65] 
and β cells also appear to align more closely with 
their fetal rather than the adult counterparts [66]. 
Although fetal-like cells will undoubtedly prove 
useful in developmental studies and some aspects 
of disease modelling, cell replacement therapies 
necessitate the production of cells capable of 
generating fully functional adult cell types when 
transplanted. Several strategies are being 
explored to promote maturity of the hPSC- 
derived fetal-like cells, encompassing both in 
vitro and in vivo approaches (reviewed in [67]).

A further issue hindering the formulation of 
robust differentiation protocols is the inter-line 
variability of hPSCs in the propensity to differen-
tiate into particular cell types. The differentiation 
bias of hPSCs was revealed in studies that exam-
ined the efficiency of the same differentiation 
protocol on a variety of different hESC or hiPSC 
lines in parallel [26, 68, 69]. The conclusions 
drawn from such studies indicated that some 
lines readily differentiate to cell types of interest, 
whilst others yield a very low efficiency of 
desired differentiation. A low efficiency of differ-

N.F. Blair et al.



233

entiation may result in the exclusion of a cell line 
from use, a practical solution that is particularly 
undesirable when small numbers of patient- 
specific or haplotype-matched hPSC lines are 
available. Alternatively, the differences in the dif-
ferentiation propensity may warrant optimisation 
of the differentiation protocols for each hPSC 
line, which can be time consuming and expen-
sive. Hence, future research is needed to unravel 
the factors that underlie the observed differences 
in differentiation capacity of hPSC lines. An 
important step towards this goal was made in a 
recent study that examined the molecular fea-
tures of hiPSC lines that exhibited high and low 
propensity to differentiate to hematopoietic stem 
cells [69]. Based on this study, the analysis of 
epigenetic landscape of hPSCs appears to be a 
promising way forward for predicting the differ-
entiation potential of hPSC lines and selecting 
the optimal lines for downstream applications.

12.4.2  The Outcome 
of the Transplantation: 
The Importance 
of the Supportive Niche 
and Absence of Immune 
Reaction

Obtaining appropriate cell types for transplanta-
tion in vivo represents only a part of the challenge 
in restoring normal tissue function, with another 
major hurdle being the survival and functionality 
of the transplanted cells. Indeed, it appears that 
less than 1–3% of total transplanted cells survive 
initial transplantation in vivo [70, 71]. One of the 
major reasons behind a failure of cells to thrive 
upon transplantation is thought to be the absence 
of supportive environment or a niche. Diseased, 
aged or injured tissues may not provide sufficient 
levels of oxygen or present the signals necessary 
for cell survival. On the other hand, the engraft-
ment of cells even in healthy adult tissues is gen-
erally limited, possibly due to the lack of available 
niches for the transplanted cells. In that respect, it 
is telling that successful bone marrow transplants 
require ablation of the bone marrow to kill off 
host cells occupying the niche before repopula-

tion with transplanted cells. Nonetheless, the 
approach of killing off host cells occupying the 
niche is clearly not a feasible approach for many 
diseases, including Parkinson’s. For some dis-
eases, it has been speculated that a transplanta-
tion of stromal cell types might aid in rescuing 
tissue function through helping to generate a sup-
portive niche for transplanted cells. For example, 
oligodendrocyte precursors for spinal cord injury 
have been demonstrated to release trophic factors 
after transplantation, which show positive effects 
on spinal cord neurons in vitro [72].

In addition to the lack of a supportive environ-
ment, the death of transplanted cells can also be 
mediated by the immune reaction of the host. 
Regenerative medicine encompasses a wide 
range of potential therapeutic strategies, from the 
transplantation of allogeneic replacement tissue 
generated in vitro to the use reprogrammed cells 
transplanted autologously, and potentially the in 
vivo transdifferentiation of supportive cells to 
perform the function of a disease cell type. The 
ability to avoid the use of immunotherapy is one 
of the reasons put forward in favour of autolo-
gous forms of treatment. However, many of the 
therapies that are closest to, or currently in, clini-
cal trials are those that involve allogeneic grafts 
generated from hPSCs of a single cell line. In 
these circumstances, it is necessary to achieve 
immune tolerance of the graft, either through the 
use of immunosuppressive agents or other means. 
This may not necessarily be at the same high 
doses required for solid-organ transplantation 
and may not necessarily be life-long. In circum-
stances where the cells are transplanted to an 
immunologically privileged site such as the brain 
or the anterior chamber of the eye, a finite period 
of immunosuppression may be sufficient. An 
alternative to the use of immunosuppression may 
be the induction of tolerance. Recent work has 
indicated this may be possible to generate long- 
term tolerance to stem cell-derived grafts by 
using CD4/CD8 coreceptor and costimulation 
(CD40L) blockade with monoclonal antibodies 
given at the time of transplantation [73]. A fur-
ther alternative strategy in development is the use 
of genetic engineering of the HLA locus to create 
a universal cell that is able to evade the alloim-
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mune response [74]. With these developments, 
the issue of immunosuppression is not necessar-
ily an overriding consideration and it will be of 
interest to see whether the advances in technolo-
gies supporting the efficient production of 
clinical- grade, regulator-approved, autologous 
iPSC lines outpaces the advances in strategies to 
obviate the need for immunosuppression in the 
allogeneic setting.

12.4.3  Safety of the hPSC-Derived 
Cellular Products

Safety of the hPSC-derived cell replacement 
therapies is at the forefront of concerns in the 
regenerative medicine field, with a particularly 
critical issue being the potential tumorigenicity 
of transplanted cells. This issue stems partly from 
the fact that the undifferentiated hPSCs have the 
ability to form teratomas when placed into ecto-
pic sites in immunocompromised mice [24]. In 
this context, it is important to note that cell 
replacement therapies are based on using deriva-
tives of hPSCs and not the undifferentiated cells 
per se. Thus, strategies for minimising the risk of 
remnant undifferentiated hPSCs following the 
differentiation, for example by sorting the cell 
populations or by eliminating undifferentiated 
cells through chemical treatment, should be 
effective in minimising the risk of teratomas. A 
similar strategy could be used for eliminating 
other unwanted cell types that may be present in 
a cellular preparation at the end of the differentia-
tion protocol. It has been speculated that ‘con-
taminating’ cell types could also present a safety 
issue in some situations, particularly if they are 
transplanted to a tissue or a niche in which they 
do not typically reside [75]. Whilst efficient puri-
fying and monitoring methods should alleviate 
the tumorigenic risk of undifferentiated hPSCs or 
contaminating cell types, more challenging to 
tackle is the potential tumorigenicity of hPSC- 
derived differentiated derivatives. The observa-
tion that hPSCs acquire genetic aberrations 
during culture [76] has raised concerns that some 
of the genetic changes may go undetected at both 
genotype and phenotype levels in hPSCs [77], 

but may confer malignant properties to differenti-
ated derivatives when placed in an in vivo envi-
ronment. Such a concern precipitated a halt of a 
clinical trial for age-related macular degeneration 
in Japan when patient-derived hiPSCs were 
found to contain several genetic changes that 
were not present in the somatic cells used for 
reprogramming [78]. In light of these findings, 
the scientists involved in the trial decided to err 
on the side of caution, thus suspending the trial 
and changing their strategy to using haplotype- 
matched donor cells [78]. The use of partially 
matched donor cells will allow extensive genetic 
characterisation of a large batch of cells which 
should be time- and cost-efficient compared to 
characterising individual patient-specific hiPSC 
lines. Nonetheless, the challenge remains to 
determine which genetic changes represent a 
potential safety issue for cellular replacement 
and which are merely innocuous genetic events. 
In addition to potential tumorigenicity, another 
risk factor for cellular therapies is the presence of 
adventitious agents and disease transmission 
from transplanted cells. Traditional sterilization 
is not applicable in case of cellular products, 
hence mitigating the risk of viral and bacterial 
transmission includes both testing for adventi-
tious agents and manufacturing in compliance 
with Good Manufacturing Practice (GMP).

12.4.4  Regulatory Landscape

The challenges faced by developers of regenera-
tive therapies do not end with the successful gen-
eration of a target cell type and the demonstration 
of efficacy in preclinical studies. To proceed to a 
Phase I clinical trial, approval for use of the ther-
apy in humans is required from the relevant 
national or international regulatory bodies such 
as the US FDA or European EMA. In general 
terms, to satisfy regulatory requirements a cell 
therapy must have a production process that is 
well-controlled, reproducible and capable of gen-
erating a cell product within well-defined specifi-
cations. All reagents and processes must comply 
with clinical-grade Good Manufacturing 
Practices (GMP). In addition, the safety of the 
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cell product must be demonstrated using data 
combined from animal studies, cell karyotyping 
or other genetic analyses, as well as testing using 
standard assays for sterility and adventitious 
agents. For cell products that have been derived 
from hPSCs, it is critical that the cell product is 
evaluated for tumorigenicity through the use of 
animal transplantation and biodistribution studies 
as well as flow cytometry or other single cell 
analyses to exclude the possibility of contamina-
tion of the final cell product with potentially 
oncogenic pluripotent cells.

Demonstrating safety and meeting regulatory 
requirements for a therapy in which the therapeu-
tic agent is a population of living cells is, unsur-
prisingly, more difficult than a conventional 
pharmacological drug. The inherent heterogene-
ity of hPSC cultures and variability of differenti-
ation procedures is a fundamental issue. Even in 
well-established clinical grade protocols, it 
remains difficult to completely eliminate all run- 
to- run variation. For allogeneic stem cell thera-
pies, another challenge is the identification of a 
suitable source stem cell line. There are many 
requirements that need to be considered includ-
ing whether the cell line was generated in clinical 
GMP conditions, whether the donor consented to 
use of the donated material for use in commercial 
product, the country of origin in relation to prion 
disease and other infectious risks, and whether 
the cell line carries any potentially harmful muta-
tions. For example, it has recently been shown 
that some of the global hESC lines carry muta-
tions in TP53 (Merkle and Eggan, webinar 
https://www.stemcell.com/pluripotent-lounge). 
Whilst the final safety testing, cell production 
and quality control assays are performed in certi-
fied GMP and GLP laboratories, the development 
of these methods is performed in a standard 
research environment, usually in an iterative pro-
cess until the necessary parameters are met to 
justify moving to the next phase with much 
higher associated costs (Fig. 12.2).

12.4.5  Regenerative Medicine: 
The Feasibility of Personalised 
Cell Products

The advent of techniques for generating induced 
pluripotent stem cells has given rise to much 
hope about the prospects for personalized cell 
therapies that are generated specifically for each 
individual patient and transplanted autologously, 
circumventing the need for immunosuppression. 
It is now technically possible to achieve this, but 
stem cell lines need to be generated for each indi-
vidual patient, and these each need to individu-
ally pass through extensive safety testing and 
regulatory requirements before proceeding to 
transplantation. It is estimated that safety testing 
alone cost US$500,000 [79], with the total cost 
per patient estimated to be US$1,000,000. This 
was the approach attempted by a clinical trial 
based at the RIKEN Institute in Japan for the 
treatment of age-related macular degeneration, 
which was halted due to mutations detected in 
hiPSCs of one of the patients [80]. The suspen-
sion of the trial brought sharply into focus the 
fact that, at the present time, the logistical and 
financial challenges of developing an autologous 
hPSC-based therapy are very significant. This 
does not necessarily mean that the barriers will 
remain as high. With technical advances and 
improving understanding, personalised cell ther-
apies may become a more feasible option in the 
future, with many research groups focussed on 
this as an objective.

12.5  Concluding Remarks

Regenerative medicine is on the cusp of trans-
forming healthcare by delivering curative treat-
ments for many life-threatening or debilitating 
diseases. The major driving force behind the 
dynamic evolution of regenerative medicine has 
been the remarkable progress in the field of stem 
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cells and related technologies. If we look for-
ward, it seems that the rate-limiting step for the 
development of cell replacement therapies will 
not be the production of desired cell types, but 
rather, translation of the developments from an 

academic into the clinical setting. Unlike drug 
discovery, which has a well-established manufac-
turing and regulatory trajectory, when it comes to 
hPSC-derived cell replacement therapies, we are 
navigating unchartered waters, full of unforeseen 

Selection/generation and testing of source cell
line(s)

Development and testing of differentiation
protocols for target cell type(s) +/- associated

biomaterials, delivery systems, etc

Adapatation of protocol if required to GMP-
compatible reagents and methods

Assessment of safety and efficacy in animal
models

Regulatory consultation

Refinement of GMP production protocols and
quality control and safety assays

GMP cell production

GLP laboratory safety assays on final cell product

Regulatory application

CLINICAL TRIALS

Phase I: Safety
Phase II: Efficacy
Phase III/IV: Large scale efficacy and safety

BASIC
RESEARCH

PRECLINICAL
TESTING

CLINICAL
TESTING

CLINICAL APPLICATION

Fig. 12.2 Flow chart of typical steps in development of 
cell therapy products. Starting with basic biology experi-
ments, which encompass development of differentiation 
protocols and in vitro characterisation of differentiated 
cells, the process is continued by testing the safety and 

functionality of derived cells in animal models in vivo. 
Positive outcome of pre-clinical testing provides a base 
for clinical trials in humans. The dashed lines represent 
iterative loops that may be necessary to optimize the final 
product
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scientific, manufacturing, regulatory and funding 
complexities. Nonetheless, the preliminary results 
of the safety studies are encouraging and the 
prospects for the hPSC-derived cellular therapies 
appear positive. As highlighted in this review, 
several hurdles are still hampering the translation 
but they are surmountable. The continuation of 
efforts to develop a sound translational frame-
work will undoubtedly help regenerative medi-
cine to deliver its full potential and become an 
important part of modern healthcare.
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Abstract

Genetic disorders, caused by deleterious changes in the DNA sequence 
away from the normal genomic sequence, affect millions of people world-
wide. Gene therapy as a treatment option for patients is an attractive prop-
osition due to its conceptual simplicity. In principle, gene therapy involves 
correcting the genetic disorder by either restoring a normal functioning 
copy of a gene or reducing the toxicity arising from a mutated gene. In this 
way specific genetic function can be restored without altering the expres-
sion of other genes and the proteins they encode. The reality however is 
much more complex, and as a result the vector systems used to deliver 
gene therapies have by necessity continued to evolve and improve over 
time with respect to safety profile, efficiency, and long-term expression. In 
this chapter we examine the current approaches to gene therapy, assess the 
different gene delivery systems utilized, and highlight the failures and suc-
cesses of relevant clinical trials. We do not intend for this chapter to be a 
comprehensive and exhaustive assessment of all clinical trials that have 
been conducted in the CNS, but instead will focus on specific diseases that 
have seen successes and failures with different gene therapy vehicles to 
gauge how preclinical models have informed the design of clinical trials.

Keywords
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13.1  Introduction

More than 25 years have passed since two key 
clinical trials demonstrated the potential of gene 
therapy: (1) In 1989, five patients with melanoma 
safely tolerated an infusion of tumour-infiltrating 
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lymphocytes that had been conferred resistance 
to neomycin with a retrovirus [1]; (2) In 1990, 
two children with severe combined immune defi-
ciency (SCID) were treated with a retrovirally- 
mediated transfer of adenosine deaminase which 
resulted in stabilized number of blood T cells [2]. 
The intervening years have seen a massive 
increase in gene therapy clinical trials, with more 
than 2200 clinical trials approved as of 2016 
(http://www.wiley.co.uk/genmed/clinical), and at 
least three gene therapies (Glybera (uniQure), 
Imlygic (Amgen), Strimvelis (Glaxosmithkline)) 
were approved by government regulatory com-
missions. We will solely focus on gene therapy 
alternatives for treating diseases of the central 
nervous system (CNS), and would recommend 
several other excellent reviews describing gene 
therapy outcomes in other tissues [3, 4].

The brain provides an added layer of com-
plexity with respect to targeting due to the pres-
ence of the blood-brain barrier (BBB), composed 
of dynamic tight junctions formed between adja-
cent endothelial cells, which restricts particles 
from diffusing into the brain from the blood [5]. 
This barrier is a major roadblock to any gene 
therapy treatment option since it blocks >98% of 
all therapeutics [6] and effectively forces gene 
therapy vehicles to either be administered directly 
to the CNS, or have the ability to cross the BBB 
when infused systemically. A range of delivery 
vectors, which fall into two major classes (viral 
and non-viral) continue to be developed to more 
efficiently target the CNS (Fig. 13.1).

13.2  Viral Vectors

Viral vectors have always been a natural focal 
point with regards to gene therapy since viruses 
have evolved over millions of years to efficiently 
deliver genetic material to a host cell. The major-
ity (~65%, http://www.wiley.co.uk/genmed/clin-
ical) of all clinical trials employ a viral vector for 
gene delivery, with adenovirus (21.4%) and ret-
rovirus (18.2%) used in more than half of the 
viral gene therapies. For targeting the CNS, how-
ever, adeno-associated viruses (AAVs) have 
emerged as a strong option due to their minimal 

toxicity, very low rate of genomic integration [7], 
and ability to transduce both dividing and post- 
mitotic cells. Each of the major viral vectors have 
individual strengths and limitations which make 
them more or less appropriate for specific thera-
peutic strategies:

13.2.1  Retrovirus

Retroviruses are a family of enveloped RNA 
viruses that stably integrate into a host genome 
following reverse-transcription of the RNA into a 
double-stranded DNA intermediate. Retroviruses 
can be classified into seven distinct genera, 
although only γ-retrovirus (derived from 
Moloney murine leukaemia virus; MoMLV) and 
lentivirus (derived from Human immunodefi-
ciency virus 1; HIV-1) are routinely used in gene 
therapy clinical trials targeting CNS disorders 
[8]. Retroviral vectors based on MoMLV were 
among the first used in gene therapy clinical tri-
als, and have a clear advantage over currently 
used DNA viruses in that they offer sustained 
expression of a transgene due to host genome 
integration. Their packaging capacity (between 7 
and 9 kb) is restricted in comparison to adenovi-
ruses (which can tolerate more than 30 kb) [9], 
but larger than AAVs (packaging capacity of 4 
kb) [10, 11], making them suitable for a range of 
genetic targets.

There are, however, several major disadvan-
tages to retroviral vectors that preclude them 
from being used extensively for CNS therapy. 
Firstly, MoMLV derived retroviral vectors only 
transduce dividing cells, which makes them a 
poor option for modifying post-mitotic cells like 
neurons. Secondly, retroviral vectors are pro-
duced at low titers (108 infectious units (IU)/ml) 
[10] relative to adenoviruses (1012 IU/ml) [10, 
11] and AAVs (109 IU/ml) [12], making them less 
efficient and increasing the risk of off-target 
effects arising from high dosages. The biggest 
drawback, however, is the risk of oncogenesis 
stemming from the virus randomly integrating 
into a proto-oncogene promoter or close to a 
tumour suppressor gene in the host genome, a 
condition termed insertional mutagenesis. A 
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Fig. 13.1 Gene therapy options currently in preclinical 
and/or clinical trials. (a) Antisense oligonucleotides have 
become increasingly popular due to the ease of synthesis, 
and the specificity of the target. Antisense DNA is synthe-
sized to bind to an mRNA target to either block protein syn-
thesis, prevent mis-splicing events, or activate synthesis by 
binding to the promoter. (b) Ex-vivo gene therapies are fre-
quently used in clinical trials and typically utilize a two-step 
process involving extraction of patient cells and modifica-
tion of the cellular genome mediated by a virus, followed by 
administration of ‘corrected’ cells back to the patient. (c) 

In-vivo viral gene therapies can utilize a variety of viral vec-
tors which contain a therapeutic gene of interest and are 
delivered to the patient allowing the virus to release the 
therapeutic genetic material inside the cell. (d) An increas-
ing number of other non-viral gene therapy approaches con-
tinue to be developed to avoid toxicity associated with viral 
options. Such alternative vehicles include liposomes encas-
ing the therapeutic genetic material, naked DNA directly 
injected into patients when in a complex with a cationic 
polymer such as PEI (polyethylenimine), and synthetic 
nanoparticles which are assembled around the gene.
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clinical trial for children from 2000 to 2002 with 
X-linked severe combined immune deficiency 
(X-SCID) utilizing γ-retroviral-mediated gene 
therapy resulted in four out of ten patients devel-
oping leukemia, arising from the activation of the 
LM02 proto-oncogene [13–15]. A similar activa-
tion of proto-oncogenes (LM02 as well as MDS1 
and MN1) occurred more recently, however, in a 
clinical trial for Wiskott-Aldrich syndrome [16] 
again using γ-retrovirus, and seven out of 10 
patients developed an acute leukemia. Several 
modifications of retroviral vectors have been 
introduced to enhance its safety profile. 
Engineering self-inactivating (SIN) retroviral 
vectors, which only transcribe the target gene 
with an internal promoter once the virus inte-
grates into the genome and thereby minimize 
activation of endogenous oncogenes, may attenu-
ate the onset of leukemogenesis [17]. The use of 
replication deficient retroviral vectors, which 
prevent transcription of the transgene in daughter 
cells of the transduced cell is another safety mod-
ification intended to reduce the oncogenic poten-
tial of the virus.

13.2.2  Lentivirus

While lentiviruses are within the retrovirus fam-
ily, they can mediate gene transfer to both divid-
ing and post-mitotic cells, and can be purified to 
higher titers (1 × 1010 TU/ml) than γ-retrovirus 
when pseudotyped with vesicular stomatitis virus 
G envelope protein (VSV-G) [18]. There are two 
key disadvantages to using lentiviral vectors in 
CNS therapies: (1) lentiviral particles do not dif-
fuse across long distances limiting their applica-
tions in vivo [19]; (2) lentiviruses integrate within 
the host genome which poses a risk of oncogen-
esis, although the safety profile continues to 
improve through SIN vectors and mapping of 
lentiviral integration sites [20].

13.2.3  Adenovirus

Adenoviruses, which are double-stranded DNA 
viruses, offer several major advantages over 

retroviral vectors as they can tolerate large 
transgenes, can be purified at high titers, and do 
not integrate into the host genome and instead 
remain episomal [10]. Unfortunately, adminis-
tration of adenoviruses induces a significant 
inflammatory response leading to cytotoxicity 
[21, 22], which resulted in the death of a patient 
in a clinical trial for ornithine transcarbamylase 
deficiency [23]. Developing modifications of 
the adenoviral particles either through peptide 
conjugation to the capsid or deletion of select 
transcription factors to reduce the immune 
response is an active area of research which will 
hopefully yield a safer next-generation set of 
vectors [24]. Adenoviruses, however, remain an 
important gene therapy vector for treating brain 
cancers such as gliomas (discussed later in this 
chapter) in which tumours can be targeted 
through an immune response.

13.2.4  Adeno-associated Virus (AAV)

AAVs are single-stranded DNA viruses that 
have emerged as key gene therapy vectors for 
treating CNS disorders due to their relatively 
minimal pathogenicity, largely episomal repli-
cation, and the low immune response that they 
elicit in the host [7, 25]. Gene transfer from 
AAV vectors occurs in both mitotic and post-
mitotic cells, and while transgene expression 
remains stable in the brain for at least 10 years, 
it is diluted away from mitotic cells. The stron-
gest point in favor of AAV usage in CNS gene 
therapy is that at least eight different serotypes 
can cross the blood-brain barrier when adminis-
tered intravenously, which obviates the need for 
invasive delivery into the brain [26]. The key 
limitation of AAV vectors is the packaging 
capacity, as single stranded vectors can tolerate 
only 4.5 kb, with the more efficient self-comple-
mentary vectors restricted to 2.2 kb [27]. This 
excludes many simple gene replacement options, 
though with the advent of CRISPR/Cas9 
genome editing [28, 29] it may be possible to 
correct loss-of-function mutations through 
homology-directed recombination of a corrected 
mutation mediated by AAVs.
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13.3  Non-viral Vectors

13.3.1  Antisense Oligonucleotides

Antisense oligonucleotides (ASOs) are short 
sequences that are chemically modified to enhance 
stability and binding to an mRNA target, and as a 
result can activate gene expression by binding to a 
promoter [30, 31], prevent an unwanted splicing 
event, or degrade an mRNA target, thereby pre-
venting protein synthesis [32]. Additionally, they 
are inexpensive to synthesize and purify, and can 
theoretically be tailored to an infinite range of 
genetic manipulations. The principal safety issues 
arising from the use of ASOs are toxicity associ-
ated with off-target effects [33] and thrombocyto-
penia [34], which has been noted in a few clinical 
trials. ASOs do not cross the blood-brain barrier, 
and therefore must be delivered directly into the 
CNS [32] for treating CNS disorders, which when 
coupled with the likely need for multiple ASO 
administrations over the course of the therapy 
increases the risk to the patient.

13.3.2  Naked DNA

An increasing number of gene therapy trials have 
opted to simply inject naked plasmid DNA with 
or without a cationic polymer directly into tissue. 
Naked uncomplexed DNA is the simplest system, 
but technically challenging to achieve wide-
spread transduction as a gene therapy tool, since 
high pressure has to be applied to force the DNA 
into cells. Forming chemical complexes between 
the naked DNA and cationic polymers such as 
polyethylenimine (PEI), however, enhances cell 
entry as the polymer condenses the DNA, 
enabling it to endocytose into the cell as a 
DNA:polymer complex before the DNA is 
released from the complex in the cytoplasm [35, 
36]. The low cost and simplicity of the method 
are obvious advantages to using naked DNA, and 
intranasal and intramuscular delivery routes to 
achieve CNS expression are feasible [37, 38]. 
The disadvantages include toxicity associated 
with high concentrations of PEI [39] and poor 
overall transgene expression.

13.3.3  Liposomes and Synthetic 
Nanoparticles

Liposomes are lipids that self-assemble with neg-
atively charged DNA, and are a significant deliv-
ery vehicle in current gene therapy clinical trials. 
The majority of liposomes used in clinical trial 
gene therapies are based on cationic lipids, which 
promote fusion with cell plasma membranes and 
allow DNA to diffuse into the cell [40]. 
Nanoparticles consisting of synthetic polymers 
act in a similar way to liposomes as they can self- 
assemble around DNA and form a complex akin 
to a micelle which can fuse with cell membranes 
[41]. The advantage of these synthetic self- 
assembled complexes are that they are inexpen-
sive to generate relative to viral vectors, and can 
be targeted to specific cell types by fusing pep-
tide ligands onto the surface of the lipid/polymer. 
A similar approach can also be used to promote 
diffusion across the blood-brain barrier and avoid 
the intracranial administration of these particles. 
The disadvantage of the liposomes and nanopar-
ticle polymers is that transfection efficiency is 
much lower than viral vector options and that 
liposomes induce a significant innate immune 
response [42].

13.4  Lessons from Clinical Trials

13.4.1  Gliomablastoma Multiforme

Glioblastoma multiforme (GBM) is the most 
common and most malignant tumour found in the 
CNS [43]. GBM has a poor prognosis, with only 
3% of diagnosed patients surviving longer than 5 
years [44, 45]. Therapy is normally restricted to 
tumour excision followed by intensive chemo-
therapy and radiation. Occasionally a subpopula-
tion of cells in the tumour microenvironment, 
which behave as stem cells and are often referred 
to as cancer stem cells, can resist the effects of 
radiation and chemotherapy and proliferate at a 
later time to form secondary tumours [46–49]. As 
a consequence, there is an increasing emphasis 
on targeting these drug resistant cells through 
either pharmacological or genetic therapies. The 
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genetic and epigenetic heterogeneity of GBM 
across all patients has precluded simple gene 
replacement therapy approaches, and several tri-
als have instead focused on killing tumours by 
expressing the suicide gene Herpes Simplex 
Virus-1 Thymidine Kinase (HSV-TK), originally 
proposed by Moolten more than 30 years ago 
[50]. The premise of such a therapy is simple: 
destroy a tumour while sparing the CNS. The 
majority of the first wave of gene therapy clinical 
trials for glioma expressed the HSV-TK in an 
adenovirus or a retrovirus. The first large scale 
trial (248 patients) showed that the retroviral 
mediated HSV-TK expression was well tolerated 
and without adverse effects, but did not show any 
significant improvements in survival compared to 
controls, likely due to poor transgene expression 
within the tumour [51]. A similar overall conclu-
sion was reached in several other clinical trials 
employing a retrovirus to express HSV-TK, 
although there were patients in each study that 
did appear free of recurring tumours several years 
later [52–54]. Of concern, however, were adverse 
effects observed in patients in two separate trials 
that ranged from seizures to serious neurological 
episodes, and which may have been related to the 
choice to carry out two intracranial injections of 
retroviral particles separated by a duration of 1 
week [52, 55]. The major caveat of retroviral 
based glioma therapy appears to be the difficulty 
of achieving a high transduction efficiency in the 
tumours.

Adenoviral vector mediated suicide therapy 
has been used extensively since the first trial in 
2000 with 21 patients, which directly compared 
HSV-TK gene transfer from a non-replicating 
adenovirus with a retrovirus and showed a sig-
nificantly longer survival time with the adenovi-
ral therapy [56]. A larger study with 36 patients 
showed that the HSV-TK gene transfer with a 
similar adenovirus extended the median life span 
of patients by an average of 6 months compared 
to standard surgery and radiation therapy sug-
gesting that adenoviral vectors were capable of 
targeting intracranial tumours more efficiently 
than retroviral vectors [57]. Poor transgene 
expression with the non-replicative adenovirus 
restricts their potential in patients, however, and 

makes it more difficult to target all the cells 
within a tumour. Additionally, tumour cells 
express a low level of coxsackievirus and adeno-
virus receptor (CAR), which the adenovirus uses 
to bind to and enter the host cell, reducing trans-
duction efficiency [58, 59].

Conditionally replicative adenoviruses 
(CRAds) are a gene therapy tool developed with 
the aim of selectively transducing and replicating 
within tumour cells, destroying them through 
cytolysis whilst leaving healthy cells unaffected. 
Two widely studied CRAds, ONYX-015 and 
Ad5-Delta24, were developed to target more 
cells within a tumour, though their mechanisms 
are distinct. Loss-of-function mutations in the 
tumour suppressors Retinoblastoma protein (Rb) 
and protein 53 (p53) lead to GBM due to uncon-
trolled proliferation. Adenovirus E1A and E1B 
proteins normally bind to and inactivate Rb and 
p53, and therefore prevent cellular apoptosis. 
ONYX-015 replicates in tumours deficient in p53 
by lacking a functional adenovirus E1B gene, 
preventing translation of a 55 kda protein (E1B- 
55 K) that inactivates p53 and inhibits apoptosis 
[60, 61], though the specific relationship between 
E1B-55K and p53 remain unclear [62]. Delta24 
replicates in tumours with impaired retinoblas-
toma (Rb) function due to a 24-bp deletion in the 
adenovirus E1 protein that disrupts binding to Rb 
protein [63, 64].

The first clinical trials utilizing ONYX-015 
showed that intratumoural injection of the CRAd 
was tolerated by 24 patients without serious 
adverse effects [65], which has been supported 
by other studies using ONYX-015 to treat 
advanced sarcomas [66] and colorectal cancer 
[67]. A clinical trial has recently completed with 
the Ad5-Delta24 therapy to treat glioma, and 
although data from the phase 1 trial remains 
unpublished, the company running the trial 
(DNAtrix, Inc) was recently awarded a $2 mil-
lion grant from the Food Drugs Administration 
(FDA) Orphan Products Development to support 
a phase 2 trial suggesting a favourable outcome 
from phase 1. In this trial, a short Arg-Gly-Asp 
(RGD) peptide was inserted onto the adenoviral 
capsid to diversify the binding sites on the host 
tumour cells and bias the CRAd towards αV inte-
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grin receptors that are abundant on the cell sur-
face, which had been shown in preclinical models 
to enhance tumour cell death [68–70].

Several trials using other viruses that are modi-
fied to become conditionally replicative (termed 
oncolytic viruses; OVs) have been used to target 
glioma tumours. The best characterized of these 
OVs, known as G207, is an HSV-1 vector geneti-
cally altered to remove most of the virulent 
domains and induce replication in solely mitotic 
cells. G207 appears to be well tolerated in patients 
but has only modest effects as a therapy [71–74].

There have also been several clinical trials 
using non-viral gene therapy options to target 
GBM which are attractive options since they do 
not necessarily depend on a poorly expressed 
host receptor. A focal delivery through a small 
diameter catheter inserted intratumourally of an 
HSV-TK plasmid packaged within cationic lipo-
somes was tolerated by patients in a small study, 
with half (4/8 patients) showing at least a 50% 
reduction in tumour volume [75]. A replication 
incompetent Semliki forest virus vector (SFV) 
carrying the human interleukin 12 (IL-12) gene 
packaged within cationic liposomes (LSFV-IL12) 
is in a phase I/II clinical trial for GMB, and based 
on previous use of LSFV-IL12 to treat melanoma 
and renal carcinoma is likely to be well tolerated 
[76]. Antisense oligonucleotides designed to 
inhibit transforming growth factor-beta 2 (TGF- 
β2), a cytokine that promotes tumour metastasis, 
have shown a promising median survival exten-
sion in patients with grade III glioma but has not 
been beneficial to patients with GBM [77, 78]. 
What is especially promising, however, is that 
patients in both the grade III glioma group and 
the GBM group reacted less adversely to their 
chemotherapy treatment when it was adminis-
tered along with these convection-enhanced 
delivery ASOs, indicating that the ASOs may 
exert a positive secondary effect even if the 
median survival benefit is minimal [77].

13.4.2  Motor Neuron Disease

Motor neuron disease, otherwise known as amy-
otrophic lateral sclerosis (ALS), is a neurodegen-

erative disease that involves the selective 
degeneration of the upper and lower motor neu-
rons, leading to progressive muscle atrophy [79]. 
ALS is unfailingly fatal, with no significant ther-
apeutic options available, and death typically 
occurs 3–5 years from onset of disease. The cur-
rent frontline treatment for ALS is riluzole, an 
anti-glutamatergic drug that extends survival by 
~3–4 months [80]. The majority of ALS cases 
(90%) are sporadic in nature with the remaining 
10% having a hereditary component [79].

A number of gene therapy approaches have 
been proposed regarding the treatment of 
ALS. One extensively explored avenue has been 
the use of neurotrophic factors – endogenous bio-
molecules which exert a protective or beneficial 
effect on neuron growth and survival – which 
when delivered to the CNS may rescue the neuro-
nal degeneration seen in ALS. Neurotrophic fac-
tors have been a common theme in ALS research 
primarily due to the promising data generated by 
their use in animal and cell models. Factors such 
as glial cell line-derived neurotrophic factor 
(GDNF), brain derived neurotrophic factor 
(BDNF), vascular endothelial growth factor 
(VEGF) and ciliary neurotrophic factor (CNTF), 
have shown strong results when tested in disease 
models both in vitro and in vivo [81–86].

Unfortunately for patients, these encouraging 
results have so far failed to carry through to the 
clinic. Neurotrophic factors are commonly 
administered systemically in the form of a drug, 
but several trials have used gene therapy tech-
niques in their methodology for the treatment of 
ALS. A 2010 phase II clinical trial 
(NCT00748501) used SB-509, an intramuscu-
larly injected plasmid that encodes a zinc finger 
protein transcription factor (ZFP-TP), to upregu-
late endogenous VEGF. A 2010 press release by 
the developers of SB-509, Sangamo Biosciences 
(now Sangamo Therapeutics), found an accept-
able safety tolerance in patients as well as some 
encouraging data demonstrating a delayed dete-
rioration in muscle strength in treated patients, 
however no study data was published and no fur-
ther trials involving SB-509 use in ALS were 
conducted. A recently published phase I/II open- 
label clinical trial (NCT02039401) assessing the 
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safety of an intramuscular administration of 
VM202, a plasmid encoding hepatocyte growth 
factor (HGF), in ALS patients found it to be well 
tolerated but due to the small sample size and 
design of the experiment no conclusions could be 
drawn on treatment effect [87]. CNTF has been 
administered to patients ex vivo by the use of 
intrathecally implanted polymer capsules con-
taining baby hamster kidney cells genetically 
engineered to release CNTF. A 1996 phase I 
study showed that detectable levels of CNTF 
could be delivered in this way without the dose- 
related adverse effects that had been observed 
in a contemporaneous study using systemic 
delivery [88, 89].

Meta-analyses of clinical trials involving the 
systemic administration of the neurotrophic fac-
tors recombinant human insulin-like growth fac-
tor I (rhIGF-I), CNTF and BDNF as drugs have 
all shown no effects in terms of patient survival 
[90–92].

Other gene therapy approaches targeting ALS 
involve post-transcriptional gene regulation by 
RNA interference, utilising either ASOs or virally 
delivered short RNA constructs. The first gene to 
be linked to ALS was superoxide dismutase 1 
(SOD1), a ubiquitously expressed gene that 
encodes for an antioxidant protein important for 
the metabolism of free radical superoxide species 
[93]. Toxic gain-of-function mutations in SOD1 
lead to ALS by an as yet undetermined mecha-
nism [94]. The lack of motor neuron loss in 
SOD1 knockout mice suggest the feasibility of a 
treatment whereby SOD1 protein is reduced in 
patients [95]. Various RNAi approaches to reduce 
toxic mutant SOD1 protein levels by targeting 
mRNA have been widely tested in cell and ani-
mal models, particularly the G93A mutant mouse 
model [96, 97], with short hairpin RNA (shRNA), 
artificial micro RNA (amiRNA) and ASO tech-
nologies all showing substantial survival 
increases when delivered either virally in the case 
of sh- and amiRNAs or by direct delivery to the 
CNS in the case of ASOs [32, 98–100]. With 
respect to clinical trials, of the previous 
approaches only the use of ASOs has been admin-
istered to patients. A phase I/II clinical trial 
(NCT01041222) of Ionis-SOD1Rx, a SOD1 

mRNA-targeting ASO, showed it to be tolerable 
when delivered intrathecally in patients but due 
to the low doses used in the study there was no 
indication of its efficacy in reducing SOD1 pro-
tein levels in the CNS [101]. ASOs have also 
been used in the treatment of spinal muscular 
atrophy (SMA), a monogenic disease in which 
mutations in the survival motor neuron 1 gene 
(SMN1) result in a loss-of-function that causes 
neuronal death and progressive muscle atrophy. 
A paralog of SMN1, SMN2, carries a single base 
pair change that affects correct splicing of exon 
7, resulting in SMN2 contributing only 10–20% 
of the total amount of endogenous full length 
SMN protein. An ASO therapy (SPINRAZA™) 
has been developed that alters the splicing of 
SMN2, resulting in the inclusion of exon 7, the 
increased production of full-length SMN protein, 
and a subsequent amelioration of disease pathol-
ogy [102, 103]. This therapy has been success-
fully approved by regulatory agencies in both the 
US and EU where it is used for the treatment of 
both paediatric and adult SMA. SMA is also a 
target for a gene transfer study involving the 
delivery of a full-length SMN transcript by a self- 
complementary AAV9 viral vector. Currently in 
phase I, the ongoing trial (NCT02122952) is 
assessing the safety and efficacy of intravenous 
delivery of the gene therapy, AVXS-101. This 
approach has the benefit of several successful 
preclinical studies using SMN gene replacement 
in SMN animal models [104–106].

13.4.2.1  Parkinson’s Disease
Parkinson’s disease (PD) is caused by the loss of 
dopaminergic neurons in the substantia nigra, 
and while disease etiology remains unclear, a 
minority of PD cases are familial and arise due to 
monogenic mutations in several dominantly and 
recessively inherited genes [107, 108]. Gene 
therapy strategies have not directly targeted the 
familial PD genes so far in clinical trials, but 
instead have looked at ways of attenuating the 
damage exerted by the onset of PD by providing 
trophic support, enhancing dopamine synthesis, 
and reducing hyperactive neurotransmitters. 
Neurturin is a functional analogue of GDNF that 
protects dopaminergic neurons in preclinical ani-
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mal PD models [109–113]. A small 12 patient 
trial with neurturin packaged into AAV2 particles 
(known as CERE-120; Ceregene, San Diego, 
CA) and delivered directly to the putamen was 
well tolerated and offered a degree of clinical 
benefit warranting a larger clinical trial [114]. In 
the first set of double-blinded phase I clinical tri-
als, CERE-120 was stereotaxically injected into 
the putamen of 38 PD patients (with 20 sham 
injections). Disappointingly, there were no clini-
cal benefits noted in the CERE-120 treated 
patients after 1 year, and of greater concern, 13 
out of the 38 CERE-120 treated individuals and 4 
out of 20 sham treated reacted adversely to the 
injection, suggesting that more needs to be done 
to minimize toxicity associated with intrastriatal 
delivery [114, 115]. After assessing risks associ-
ated with injecting unilaterally or bilaterally into 
the putamen and/or substantia nigra with preclin-
ical models [116], a new set of clinical trials 
began with bilateral injections of CERE-120 into 
six patients as a pilot study, which was tolerated 
without any serious adverse effects [117]. In a 
larger double-blind phase I study, bilateral infu-
sion of CERE-120 into the putamen and substan-
tia nigra of 24 PD patients was tolerated safely, 
but showed no significant improvement in PD 
diagnostic criteria compared to the 27 sham 
treated controls. A long-term (post 5 years) fol-
low up of some of these studies with additional 
patients added also confirmed that intrastriatal 
administration of AAV2-neurturin was safe, 
although patients did not see a major clinical 
benefit as a result of the gene transfer [118].

An alternative set of strategies aimed at 
enhancing dopamine synthesis to prevent or 
delay dopaminergic cell degeneration have also 
utilized viral gene therapy vectors. To augment 
dopamine production in the CNS, PD patients are 
typically given L-DOPA, which is decarboxyl-
ated by aromatic L-amino acid decarboxylase 
(AADC), producing dopamine. The advantage 
with L-DOPA administration is that it can cross 
the blood-brain barrier, however not all patients 
are responsive to L-DOPA treatment. It is also 
associated with serious side effects and can lose 
efficacy over time, possibly as a consequence of 
endogenous AADC concentration decreasing as 

the disease progresses [119]. Elevating AADC, 
the rate-limiting step in dopamine production, is 
therefore a target for restoring dopamine levels. 
Preclinical PD animal models demonstrated that 
intrastriatal delivery of AAV2-AADC was toler-
ated and capable of enhancing long-term dopa-
mine synthesis in the CNS [120–124]. Two 
different phase I clinical trials have assessed the 
tolerance and efficacy of a similar AAV2-AADC 
therapy with some modest benefits reported. In 
the first trial, which was followed-up several 
years after the initial experimental design and 
tolerability analysis, ten patients received stereo-
tactic infusions of AAV2-AADC in the putamen 
at either a low or high vector dosages. All ten 
patients tolerated the treatment well, aside from 
some side effects that are not believed to be 
linked to the viral gene therapy, and showed a 
dose-dependent improvement in dopamine syn-
thesis that most likely warrants the recruitment of 
patients for a larger trial [125–127]. In the second 
trial six patients received intrastriatal injections 
of AAV2-AADC, which was safely tolerated and 
showed modest improvements in motor coordi-
nation after 6 months, though the trial was 
unblinded and the efficacy may have been due to 
a placebo effect [128].

An experimental approach to expand the range 
of enzymes catalysing dopamine synthesis was 
carried out by packaging three genes into one len-
tiviral vector. This gene therapy based on lenti-
vector, known as ProSavin (Oxford BioMedica, 
Oxford, UK) expresses tyrosine-hydroxylase, 
AADC and cyclohydrolase-1, and delivery of this 
vector in a rat PD model augmented dopamine 
synthesis in striatal neurons [129]. Bilateral injec-
tions of varying dosages of Prosavin in a Phase I/
II clinical trial in a total of 15 patients were safely 
tolerated, and though the effects of the therapy 
were modest, patients with higher doses of 
Prosavin subsequently required a lower dose of 
dopamine medication suggesting enhanced dopa-
mine production [130]. Current progress in viral 
vectors capable of further increasing dopamine 
synthesis [131] may enable the next clinical trial 
to show a more robust outcome.

The loss of dopaminergic neurons in the sub-
stantia nigra (Sn) has profound effects on other 

13 Gene Therapy in the Nervous System: Failures and Successes



250

regions of the basal ganglia that give and receive 
inputs to and from the Sn, resulting in hyperexci-
tation of select neuronal populations, including 
glutamatergic neurons [132, 133]. One therapeu-
tic option, therefore, is to suppress the overstimu-
lated glutamatergic neurons and restore the 
balance between inhibitory and excitatory net-
works within the basal ganglia. Glutamic acid 
decarboxylase (GAD), the rate limiting enzyme 
catalysing the synthesis of the inhibitory neu-
rotransmitter GABA, is a good candidate for sup-
pressing excitatory neurons. GAD protected 
dopaminergic neurons and rescued behavioural 
deficits in a rat PD model when packaged into 
AAV2 particles and injected stereotaxically into 
the Sn [134]. In an unblinded phase I trial, twelve 
patients received varying dosages of AAV2-GAD 
infused into the subthalamic nucleus, which was 
safely tolerated and resulted in modest improve-
ments in motor performance [135]. In a follow up 
double-blinded trial, 22 patients received the 
bilateral infusion of AAV2-GAD into the subtha-
lamic nucleus with another 23 patients receiving 
the sham treatment [136]. Aside from a single 
adverse event that was not linked to the AAV2- 
GAD, patients tolerated the treatment well, and 
promisingly the AAV2-GAD cohort showed 
improvements at 6 months as measured on the 
unified Parkinson’s disease rating scale (UPDRS). 
This suggests that this type of gene therapy may 
be a genuine therapeutic alternative for PD 
patients, though more trials and a longer follow-
 up will be necessary to better interpret its 
efficacy.

13.4.3  Huntington’s Disease

Huntington’s disease (HD) is a dominantly inher-
ited monogenic neurodegenerative disease 
caused by repeat CAG expansions in huntington 
(HTT) that lead to the generation of abnormal 
toxic HTT protein [137]. Animal models of HD 
have shown a consistent improvement in behav-
ioural and pathological abnormalities following 
suppression of both the healthy and mutant HTT 
protein [138–140]. Preclinical mouse models of 
HD show a reversal of disease symptoms and 

amelioration of disease pathology following 
ASOs inducing HTT mRNA degradation [138, 
141], which has led to phase I clinical trials 
(NCT02519036) that are now recruiting for a 
similar gene therapy approach in HD patients. An 
alternative therapeutic approach is to express cili-
ary neurotrophic factor (CNTF), which exerts a 
neuroprotective effect on neurons typically com-
promised in HD [142]. The technical challenge in 
administering CNTF, which is inefficient at 
crossing the BBB [143] and is toxic at high doses 
[144], can be overcome by packaging baby ham-
ster kidney (BHK) fibroblasts modified to secrete 
ciliary neurotrophic factor (CNTF) into semi- 
permeable polymers that slowly release between 
5 and 25 ng/ml CNTF per hour [145–147]. In a 
primate HD model, these encapsulated BHK 
cells secreted sufficient CNTF to protect several 
populations of striatal neurons and prevent neu-
rodegeneration [145]. In a small phase I trial of 
six patients using a similar approach which 
included several repeated implants of the CNTF 
expressing capsules, patients tolerated the encap-
sulated polymers for several years, although the 
therapy did not achieve significant clinical bene-
fits despite improved function of intracerebral 
circuits [146, 147].

13.4.4  Alzheimer’s Disease

Alzheimer’s disease (AD) is a debilitating neuro-
degenerative disorder characterized behav-
iourally by impaired memory and cognition and 
by disease pathology consisting of neurofibrillary 
tangles, amyloid plaques, and extensive cell loss. 
Mutations in Amyloid beta (A4) precursor pro-
tein (APP), Presenilin 1 (PSEN1), and Presenilin 
2 (PSEN2) cause early-onset AD by directly 
increasing production of Abeta peptides that pro-
mote amyloid plaque formation [148–150]. 
Initial cleavage of APP by beta-secretase 1 
(BACE1) is a requirement for generating soluble 
Abeta that is subsequently cleaved by gamma- 
secretase to form the toxic Abeta peptide [151]. 
Reducing BACE1 activity is therefore a strategy 
for preventing Abeta production, and is an active 
focus of clinical AD therapy [152–154]. 
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Postmortem AD brains have a reduction in 
PPARγ-coactivator-1α (PGC-1α), a regulator of 
mitochondrial function, oxidative phosphoryla-
tion and metabolism, and an inhibitor of BACE1 
[155, 156]. A preclinical AD mouse model dem-
onstrates that reducing BACE1 activity through 
lentiviral-mediated gene transfer of PGC-1α con-
fers neuroprotection in the mice and reduces 
Abeta deposition [156]. Resveratrol, an active 
component of red wine that crosses the BBB 
[157], activates PGC-1α [158], and has been used 
to reduce Abeta expression in AD rodent models 
[159, 160]. As a large (119 patients) phase I clini-
cal trial examining tolerance of AD patients to 
resveratrol was recently completed without any 
major adverse reactions [161], it is likely that 
there will be gene transfer strategies of PGC-1α 
in AD patients in the future.

A strategy to express nerve growth factor 
(NGF), a neurotrophin that supports cholinergic 
neurons [162]- a subpopulation of cells that are 
found to degenerate at early stages of AD [163] – 
has been utilized in two distinct clinical trials. 
Fibroblasts genetically modified to overexpress 
NGF were implanted into ten AD patients, and 
post-mortem analysis occurred between 1 and 10 
years after treatment [164, 165]. All the patients 
safely tolerated the phase I therapy, and notably 
several brains showed evidence of trophic sup-
port such as axonal sprouting. Treatment of pre-
clinical rodent models with AAV2 mediated 
expression of NGF (known as CERE-110) 
yielded promising evidence of trophic support 
[166], and a phase I clinical trial of CERE-110 
was safe and well tolerated in patients [167]. A 
phase II trial (NCT00876863) which was also 
safely tolerated by patients, appears to have been 
ineffective, leading to the termination of the trial 
by Sangamo therapeutics. Further testing may be 
necessary to determine the best conditions for 
optimal delivery of NGF to AD patients.

13.5  Conclusions

The number of gene therapy clinical trials contin-
ues to increase every year illustrating the poten-
tial of both viral and non-viral strategies to treat a 

diverse array of diseases [168–170]. The reasons 
for the relative lack of efficacy of many of the 
gene therapies in patients is unclear but are a 
stark reminder of the difficulties in translating 
encouraging results in the lab into successful 
human clinical trials. A continuing focus on 
developing novel technologies that maintains and 
improve safety standards while enhancing the 
specificity and expression of gene transfer in 
patients will hopefully lead to a better outcome in 
future clinical trials.
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